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Abstract: This paper deals with study of the sufficient condition of approximation of raring process
with mixing by renewal process. We consider use the proved results to practice problem too.

The limit theorems for raring processes were obtained by many .authors with use the different
technics [1-8] . In the article [1] it was constructed the first model of Bernoullis' rarefaction of
renewal process and it was obtained the elegant proof of approximation of such processes by Poisson
process. The problem of necessary and sufficient conditions of such agpproximation was solved in the
articles [3, 5]. The genera procedures of construction a raring processes from initial processes were
considered in works [2, 4, 6, 7, 8, 9]. The authors of articles [2,7, 9, 13] obtained new results for
concrete apllied models with help the proved theorems of raring processes.

This article is to some degree a continuation of [9]. In section 1 it is proved the limit theorem.
This proof is self-depended. It does not apply results of other offers. In section 2 it is considered the
application of obtained results to concrete models.

If we have a strictly increasing amost sure sequence of positive random values {t, ,i 3 0},
t.,, >t; ,i3% 0 then we can define random flow of points-events on the time axes. The moment
appearance of i -th event coincides with time t ;. Any underflow this flow is named raring flow. Thus
i - th event in raring flow has number b (i) ininitial flow (it is clear thatb (i) 2 i). At the beginning
we shall study the sequence b (i), i 3 Oand then we shall construct this sequence for concrete model
of raring process.
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1. Limit theorem.

L et us consider the sequence of discrete random values
x(t),t1{0L2..}, x®1{12..}.

We are going to investigate distribution the following sequence

b () =x(0), b (m+1)=b(m)+x (b(m), me1.

For this purpose, we introduce the following objects

v(it)=max{ms3 1:b (m)£t}, a (k) =sup sup |P(B/A)- P(B)|,

X0 Al F Bl Foyu

here F,, =s (x(s),s£x), Fk,=s (x(s),s? x).

Statement.The following inequality holds for any x>0

P(b (m) <) =max P(x (t) <) ([x] +1).

Proof. We have by definition of b (m)

[x]+1+

X
{b(m)<x}I X (i)<—
YOy
from latter one proof follows.

Now we will proof the limit theorem for random vaues b (m) in case when process
X (t) depends on parameter n. The dependence on n means , in this case, that sequence processes
X, (t) must convergence to infinity (in some sense) at fixed t under n ® ¥ . Such situation occurs in
practice problem very often. The parameter n isindex for all values which are defined by x,, (t) . For

example, thevalues v(t) transformto v, (t).

Let P denotesweak convergence of random values or distribution functions. Let N(t) isequal
n® ¥

to number of renewals on the interval [0, T]of renewal process 1 é h,,i3 1%. This process has the
I k=1

following property Ph ,£x)=R(X), Pl , £x)=R,(x), i32. Here R R,(} ae a
distribution function.
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Theorem 1. If sequence of numbers ¢, ® ¥ exists such that the following conditions hold :
H -1 — .
1) limPk,(O)c;" £x)= R(9;

2)lim sup | P(x, ([c,d ])c;"£y)- R,(y)| =0;

N®¥ agd £t

d -- any positive number, t <¥ , functions R () are continuous distribution functions for
y>0;

3) lim a ,(c,)c, =0,
then v, (c,t) I(:;¥ N(t) for everyfixed t.

Proof. We denote by b, (m), m3 1the sequence which isdefined by the sequence b (m) under
condition x (0) =k. Thatis P(b, (m) =s) = P(b, (m) =s/x (0) =k).

Further v(k,t)= max{m3 1:b,(m)< t}.

We define the foll owing sequence of random values n, (m) :

N.(0)° 0, n @ =x (K), N (M+D=n,(m)+x @, (M), m 1.

Further let V, (t)= max{ m3 1:n,(m) £t }
Now we introduce the sequence of random integer numbers b, , (m), m 3 1, which have
the following distribution function

P(b, (M) =s)=P(b (m) =s/x (0)=I,x (1) =k)=P{n,, (M) =s- 1 - k/ x (0)=I,x (1) =k].

We will denote by v, , (t) = max {m3 2:b,, (m£ t}.
By the definition of v(t) and v(l,t) we have stochastic equalities (right and | eft parts have the
same distribution function)

v(t) =§1] 1(x (0)=1)(v(1,t) +1), V(1) =[té’1']|(x 1)=k/x(0)=1 ){v, . (t) +2),

=1 k=1
herethe function 1 (%) isindicator function of sets.
Applying indicator identity

SI(>)>< =1+ |(>)(SX _ 1)’
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we get
t]
M s'® =1+5 M1 (x(0)=1)(s""0" - 1),
=1
| [16” v (1) +1
M S0 =14+ & M I (x(1)=k/x(0)=1 )[s"©"* - 1),
k=1
here si (0,).

If the x (t) depends on the parameter n, then latter equalities have the following forms.

Put

M Svn(cnt) - gn(cn t S), M SVn,k(Cnt) = fn,k (Cn t, S) .

Further

y
g.(c,t,8) =1- Plx,(0)£t)+s 5 M1, (0)=1) st &0

=1

[eyt-1]
M 5050 =1 Plx ()£ ¢,t/%,(0)=1)+s & MI{x,()=k/x,©=1 s . (1)

k=1
Wewill divide the sumsin the right parts equalities (1) into two sums:

legd] e
a +a @)
1

[c,d]+1

The first sum we can make less than given number. This follows from the conditions 1,2 and
continuous of functions R (3 in zero.

The second sum consists of the expectations of two random factors. These factors are bounded by
one and measured with respect to s -algebras F;,, F,,, ., respectively. Thelatter one enablesusto
change every summand of second part of (2) by factor of expectations of the given random values
with error lessthan 2a (c,d) (look for example (20.29)[10]):

We have the following estimatesunder | 3 ¢, d

| MI(x,(0)=I) s""=Y - MI(x,(0)=I) Ms*"=Y |£ 2a (c,d),
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[ed]- !

MshteV = & s (Ph, (d)£c,t- I,n,, (d+1) >c,t- 1 /x,(0)=1)+
d=0

£ Pl () EC,t- I,n,, (d+D) >c,t- 1 ))=MenEED 4 p
herelpn|£Kan(Cnd)! K<¥

Pk, (£ c,t/x,(0)=1)- Plx,(1£ c,t ) £a,(c,d).
Further we have estimatesincase k3 c.d:
IMI(x,,(1)=k / x,(0)=1)s"*“" _ MI(x,(1)=k /x,(0)=1)M sV |£2a (c,d);

n (nt) Vn + (nt'l'k)
[M g™ M ghnee |£ K,a,(c,d), K, <¥.

Now we can rewrite of (1) in the following form

[cyt]
g,(c,t,9) =1- P, (0)Ec,t)+a,,(d ) +b,, +s & Pl,(0)=1) f, (c,t - 19,

I=[c,d] +1

fn,l (Cnt - I) =
[ct]
1- Pl,(VEc,t)+a,,(d)+b,+s & PK,()=k)f, .(ct-1-ks9), 13[c,d],
k=[c,d]+1
here

|b,; [Ekia,(c,d) k<¥,i=12 a,,(d)E P(O<Xn(0)£cnd),

a,,(d )£ sup P(0<x,(@)£c,d).
q[c,d]

Further we introduce a sequence of independence random values with
the same distribution function {h (n,d), k3 1} under fixed d . The distribution function
is defined by the following equality

Ph,(n,d) £x)=Px, (c,d)E x).

We will denote
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m31

S.(nd)=4 h,(nd), D,,O=sup{m:S,(nd)ET.

¥
M %O = § p(Dnyd (t)= d)=: F.q(t9)

d=0

We will estimate of differenceof f  (c,t-1,s),I3c,d and F ,(ct-1,s).
The definition leads to
[ept- 11

£ (Cot-1,9= & " Ph,, (d)Ec,t- I,n, (d+1)>ct-1).

d=0
Further we get for d =0 by condition 2
P, (03 c,t- 1) 2 Plx,(c,d)? c,t-1)=q, + Pl,(c,d)? c,t-1).

Here and after the designation q,, means that we have some sequence of numbers such that it
convergencesto zero under n® ¥ and the following condition holds

19, 1£ 2sup sup [P, ([c, DI)c;t <y )- Ry(Y)].
yEt dEDEL

Wehavefor d =1: Pp, () £c,t- I,n,, (D >c,t- 1 )=

[Cng 1

= & Pk, () =k, x,(k+1)>c t- |- k)=

=1

=

[ct-1]
=8, tlhag * 5 P(x, (1) =k)P(x, (k +1) >c t- | - k)=
k=[c,d]
[ct-1]
=, +hq +0, + & P, (1) =k)P(h,(nd) >c,t- 1- K)=

k=[c,d]
= an,d + rn,l,d +qn + I:)(Dn,d (Cnt - I) =1)_

- [C?i” 2 (P, ()=5)- Ph,(n.d) =) P(h,(nd)=c,t-1- k)= (3)

k=[c,d] s=[c,d]
= I:)(Dn,d (Cnt - I) = 1)+pn,l'
Here

Poil€2(a, +a,(c,d) +a,) a,,= max (a,) I, 1= 2a,(c,d).

We used the Abel's transformation ([12], Chapter X1, Sec.383), for sum of pair factors of (3).
Similar considerations apply to the case d =2. Thus applying (3) we get

I:)Q’]n,l (2) E’Cnt - I’nn,l (3) >Cnt - ) =an,d + rn,2 +
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[ct-1]
+ 5 P(Xn(l)zk) an,Hk(l)E’Cnt_ | - k'nn,|+k(2) >Cnt_ | - k):

k=[c,d]

= an,d + rn,2,d +qn + pn,l,d + I:)(Dn,d (Cn t - I) = 2)'

A APk,0 =9 Plund) =s)(PD, (,t- 1- k-9 =1)- P, (o, 1- k) =1))=

k=[c,d] s=[c,d]

= P(Dn,d (Cnt - I) = 2)+p n,2-

For the latter one we used the Abdl's transformation too and the following equality whichis
checked easy.

P(D,4 (c,t- 1- k-1 =1)- P(D, 4 (c,t- I-k)=1)=
= P(S,(nd)=[c,t] - | - k)+ Pl ,(nd)=[c,t] - | - k).

The implicit introduced sequences have obvious sense and the following estimates take place
It.qE2a,(c,d), Ip,,lE4(a,, +a,(c,d) +q,). Itisnodifficult to show with help

induction that we havefor d = p the following formulas
P(nnyl(p)Ecnt- LL,n,, (p+h>c,t- | ) =
=P[D,q (e t-D=p)+p,,. P.,lE2p(a,, +a,(c,d)+q,).
Thus we obtained next representations for fixed si (0,1)
fo(Cat-1,9= Foy(Cat - 1,9) + Loy, |LuglE Lla,g +a,(c,d) +0,(1), L<¥.

[ct]
0,(C.1,S) =1- P, (O)Ec,t) + K,y +5 g P, (0)=1)F, 4 (c,t - 1,9),

I=[c,d] +1
Foa(c,t-1,9=1- Plx,(c,d)Ect-1)+Z,, +

[cgt]
+s § P, (c,d)=K)F, ,(c,t- |- k,s), 12[c,d].

I=[cd] +1
Here the constructionsof K , and Z , lead to the following relations

limK,, =1, Kys limZ,, =1,2,; max(l,,1,)E ¥,
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and | K, £ 2(R,(d)- R(0)), 1Z,1€2(R,(d)- R,(0)).
Combining construction of F_ ;(c,t,s), condition 2 and continuity of convolution
we conclude that the following limit exists

A'&l!@@ F.a(c,t,s)=F (t,s)

asthislimit is unique solution the following equation
F(t,s)=1+R,(t) +sR,(3* F (t,9), 4
here symbol * denotes of convolution of two functions.

The sequence of generating functions g, (c,t, s) haslimit too
limlimg,(c,t,s)=g(t,s)
Thislimit is solution of the following equation

g(t,9)=1+R () +sR,(3* F(t,9).

Thelatter one and (4) lead to proof of theorem.

Remark 1. We consider the extension of theorem 1. It consists in definition more weakly the
mixing coefficient than a (3) .

Suppose that sequence c,, n3 1 from theoremLl is defined. Now we take any sequence r,, n3 1,
which satisfies the following condition r, ® ¥, r, =0(c,) under n® ¥ .

Further we construct truncated process:

Xn(t)! Xn(t)£cn - T
-1, x,(t)3c,-r,.

n n

— i
X, (1) =i
TC

and construct the s - agebra F,, (r,) =s (x_n(t), tE x) too.

Now we define new mixing coefficient
a,(r,.c,)=sup sup{|P(B/A)- P(B): Al F,(r,) Bl F.,..|.
x3 0

Thus this coefficient is constructed only on those events from F,, on which the process x, (t) is
lessof value c, - r, under t£ x . Such coefficient is useful in those cases when time dependence of
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researched events is controlled by values of process x . (t) . For example, if the event {x_(x) =k}
restrictsof investigation of such eventsby interval [0, x +K].

Now we divide second sum of (2) in thisway:

[Cat] [(Cn 6rn) t] [CCn)t]
a = a + a - ®)
[c,d]+1 [c,d]+1 [(c, - rt]+1

We can do second sum from (5) less any given value due to continuity of R (3.

Further we apply the transformation from the proof of theorem 1 to first sum with use coefficient
a n (rn ’ Cn) -

Thus we can replace the condition 3 of theorem 1 the following condition
3'itexistssuch sequence r,,n31: r,® ¥, r,=o0(c,) under n® ¥ that

c,a,(r,.c,) n(g)¥0 .

Remark 2.If the sequence {t,,i3 0} be such that

limi"*t, =m*, as, m=congt.,
i® ¥

then we get the following convergence under conditions theorem 1

P(t o0y £ xcn)nlg¥ R*R Y (xm) .

It follows from the known theorems of transfer (look, for example [11]).
2. Interaction of two renewal processes.

The model of raring process which is considered below isresult interaction two renewal
processes. This model was offered in  [13] as the mathematical model of practice problem.

Let usdenoteby Z and H two renewal processes: z={V.,i* 13}, H=f ,i31}.

We define stochastic characteristicsof Z,H :

t =élh|, J; =§V|, i=12,K ; Nl(t)=sup{n:tn<t}, Nz(t)=sup{n:J <t},
|=

=1

g; (t):t N, (t)+1 - t, g;(t):\] N, (t)+1 = t, '[>O .
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The momentsof timet,, J, , i®1 arenamed renewal points processes H and Z respectively.
If we have arenewal points of the process Z ininterval (t _,,t,] thenwewill say that the

renewal point t . ismarked by process Z . The process H marksarenewal pointsof process Z
anaogy.

L et usdenote by T02 :O,le,L renewal pointsof H which were marked by Z and Tl(,Tz(,L
renewal pointsof Z which were marked by H . Itis clear that the following inequalities

2 2
T, :O<T1( £T, ETZ( £ L takeplace. It isshown in [4] that sequence random values

( 2 2 (
vV,=T,-T,.,, U, =T, -T,, n=12K,

be Markov's chain. This chain is defined by transition probabilities
P(V,<x)=P(v,<x), PU,<x/V,=y), P\V,,,<x/U,=y) n=12,K.

Itiseasy to see that for investigation V. ,U , it is necessary simultaneously to observe two raring
processes:

2 2 _ 2 2 C_( (
T¢:{T0 =0T, T, - T, ,|_}, T¢={Tl T, -Tl,L}.

We will investigate these raring processes separately. We will use that the processes T¢ T are
raring processes respect to processes H,Z respectively.

We take, for example, T«. The T, asunderflow of H , defines the following indicators

i1 if i-threnewal point of Hbelongsto T¢,
%O, otherwise.

c()=

x(1)=inf{j3Lc(+j)=1, 130

Thus b (i)=b(i- )+x (b (i - 1)), i 3 1be number of the i -th event from H which belongs
toT €. Themoment t ,, ;, is moment of appearance this event. We shall suppose that processes H and
Z depend on aparameter n,n® ¥ suchthat H :{hn,i ,13 ]} Z, ={V

n,i?

i31} . Now the characteristics
these processeshave forms: t ., J .., i=L2,K, g, (1), k=12.

Theorem 2. If the following conditions:

1) there are a positive numbers ¢, ® ¥ and distribution function G(x),x2 0 guaranteeing the
following limit
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lim sup | P(g12(t) <t 1) G(x) =0,
here x is continuous point of G(x);

2) Ig@rgc;lt ne =M m=const.

hold then P, ,, <xc,)® G*EX2
gmﬂ

n® ¥

Proof. We will check all conditions of Theorem 1 for process x,, (). We calcul ate the probability
P(x (1) =m):

P(X (1 :1): P(gr:,z(t ) <h |+1)'
P(X (1) :2):P(gr:,2(t ) 3h I+1!gr:,2(tl) <h,+h |+2)=
=P, <hu+h ., )- Plona@) <h ).

P(X (] =k):P(g,;2(t|) <h,,+L+h )' P(gr:,z(t|) <h , +L+h )

Thus

Pl (VEm)=a Pl (1) =k) = Plg;,(t,) <h . +L+h ). (6)
k=1
The latter one and condition 1 lead to the following convergence
¥

P , (1)< CX)= 0Pl 2 () <t porg )Pt T ) ® G, 1=012K .

0
here x>0 is continuous point of G(X) .

We have the following equality when it is considered that (6) holds
P(x ( +1)Es/x ()Em)- P(x (I +r)£s)=0, if m<r.

Now we have for any sequences of numbers r, suchthat r, ® ¥,r, <c ,n30
a,(,c,)=0 n30.

Thus al conditions of theorem 1 hold respect to process x,, (t) . Now the statement of theorem 2
becomes apparent if it is remembered the theorem of transfer.
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Example. Now we consider example of definition of sequence c, and limits function
G(x)from
Theorem 2. We shall suppose that process Z is Poisson process with parameter | | such that

| . ® O under n® ¥ . Theprocess H don't depends on parameter n. The renewal interval of H has
finite expectation m=Mh, <¥ .

All these suppositions led to formula
¥
P(grrz(t I) < h I+l+|—+h I+m)=d ne-I ™ P(t m>y)dy::Gn(m)'
0
If we put m=[c,x] and make change of variables | | y=z then we get

>z)dz.

n" [c,X]

G, ([c. x])=¥@e-' YR(l ot

Put ¢, =:I . Theindicator of set A will be denoted by I (A). The following convergences are

n

based on strong law of large numbers.

¥
G, ([c, X])= oe Péx[I )](]>z;dzn<g>¥ Oe 2 1(xm>z)dz=1- e ™
n i}

and

ot
lim =m as.
ne¥ N

Thus we checked al conditions of Theorem 2. The function G(x) (from condition 1 of theorem
2) be limit for the functions G_([ xI :']) . In this example the moment of appearance k -th event in

flow Tn2 has the following limit distribution function P(t bt <X ;ﬁ)@ (1- exp(3) (%), x30.
n® ¥

It isclear that similar example we may consider for process T (. In this case the process
H must be Poisson with "rare" events and the process Z must be asimple renewal process with
bounded expectation of time between neighboring renewal point.
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