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In this paper models of logical systems with anreliable elements are considered [1], [2]. Definitions of narrow places in these systems are made, algorithms of narrow places constructions are built. An asymptotic analysis of work probability (or failure probability) of logical systems in appropriate asymptotic conditions for a work probability (or a failure probability) of their elements is made. All main definitions and algorithms are based on an idea of a recursive construction of logical models with anreliable elements.

## Preliminaries

Suppose that $Z$ is a set which consists of $|Z|$ logical variables $z$. Define the recursive class $G$ of logical expressions of variables $z \in Z$ :

$$
\begin{equation*}
z \in Z \Rightarrow z \in \mathcal{G}, A_{1} \in G, A_{2} \in \mathcal{G} \Rightarrow\left(A_{1} \wedge A_{2}\right) \in \mathcal{G},\left(A_{1} \vee A_{2}\right) \in \mathcal{G} \tag{1}
\end{equation*}
$$

Denote $2^{Z}=\left\{Z_{i}, i \in I=\left\{1, \ldots, 2^{Z}\right\}\right\}$ the family of all subsets of the set $Z$. Define the disjunctive normal form of the logical expression $A \in \mathcal{G}$ : for $z \in Z, A_{1} \in \mathcal{G}, A_{2} \in \mathcal{G}, I_{1}, I_{2} \subseteq I$

$$
\begin{align*}
& D(z)=z, D\left(A_{1}\right)=\bigvee_{i \in I_{1}}\left(\bigwedge_{z \in Z_{i}} z\right), D\left(A_{2}\right)=\bigvee_{i \in I_{2}}\left(\bigwedge_{z \in Z_{i}} z\right) \Rightarrow \\
& D\left(A_{1} \vee A_{2}\right)=\underset{i \in I_{1} \cup I_{2}}{\vee}\left({\widehat{z \in Z_{i}}} z\right), D\left(A_{1} \wedge A_{2}\right)=\widehat{i \in I_{1}, j \in I_{2}} \vee\left(\widehat{z \in Z_{i} \cup Z_{j}}{ }^{\wedge} z\right) \tag{2}
\end{align*}
$$

Analogously define the conjunctive normal form $K(A), A \in G:$ for $z \in Z, A_{1} \in \mathcal{G}, A_{2} \in \mathcal{G}, I_{1}, I_{2} \subseteq I$

$$
\begin{align*}
& K(z)=z, K\left(A_{1}\right)=\wedge_{i \in I_{1}}\left(\underset{z \in Z_{i}}{\vee} z\right), K\left(A_{2}\right)=\wedge_{i \in I_{2}}\left(\underset{z \in Z_{i}}{\vee} z\right) \Rightarrow \\
& K\left(A_{1} \vee A_{2}\right)=\wedge_{i \in I_{1}, j \in I_{2}}\left(\underset{z \in Z_{i} \cup Z_{j}}{\vee} z\right), K\left(A_{1} \wedge A_{2}\right)={\widehat{i \in I_{1} \cup I_{2}}}\left(\underset{z \in Z_{i}}{\vee} z\right) \tag{3}
\end{align*}
$$

For the families of sets $X=\{X\} \subseteq 2^{Z}, \Upsilon=\{Y\} \subseteq 2^{Z}$ put

$$
X \otimes \Upsilon=\{X \cup Y: X \in X, Y \in \Upsilon\}, Z(X)=\bigcup_{X \in X} X, N(X)=\min (|X|: X \in X)
$$

If $Z(X) \cap Z(\Upsilon)=\varnothing$, then

$$
\begin{equation*}
N(X \otimes \Upsilon)=N(X)+N(\Upsilon), N(X \cup \Upsilon)=\min (N(X), N(\Upsilon)) \tag{4}
\end{equation*}
$$

Suppose that $p_{z}=P(z=1), q_{z}=P(z=0), p_{z}+q_{z}=1$, and the random variables $z \in Z$ are independent. The logical function $A$ with random $z \in Z$ call the logical system $\mathcal{A}$.

## Lowreliable elements

Suppose that $\exists d>0$ so that for $\forall z \in Z \quad \exists$ the natural number $c(z)$ :

$$
\begin{equation*}
p_{z}=p_{z}(h) \sim \exp \left(-h^{-d c(z)}\right), h \rightarrow 0 . \tag{5}
\end{equation*}
$$

Denote by $\tau(z)$ variables which equal to lifetimes of logical elements $z \in Z$, and $P(\tau(z)>t)=p_{z}(h)$. If $h=h(t)$ is monotonically decreasing and continuous function and $h \rightarrow 0, t \rightarrow \infty$, then the formula (5) may be transformed to the form

$$
P(\tau(z)>t) \sim \exp \left(-h(t)^{-d c(z)}\right), t \rightarrow \infty
$$

characteristic of Weibull asymptotic used in lifetime models of systems which consist of lowreliable elements [3], [4].

$$
\begin{align*}
& \text { Define } C(A)=\min _{i \in I} \max _{z \in Z_{i}} c(z) \text { by known } D(A)=\vee_{i \in I_{1}}\left(\bigwedge_{z \in Z_{i}}^{\wedge}\right) \text {. Then from (2) obtain } \\
& C\left(A_{1} \wedge A_{2}\right)=\max \left(C\left(A_{1}\right), C\left(A_{2}\right)\right), C\left(A_{1} \vee A_{2}\right)=\min \left(C\left(A_{1}\right), C\left(A_{2}\right)\right) \tag{6}
\end{align*}
$$

Correspond to the logical function $A$ the families of $\operatorname{sets} S(A) \subseteq 2^{Z}, \mathcal{T}(A) \subseteq 2^{Z}$ by recursive formulas: $S(z)=\{z\}, \mathcal{T}(z)=\{z\}$,

$$
\begin{aligned}
& S\left(A_{1} \wedge A_{2}\right)=\left\{\begin{array}{c}
S\left(A_{1}\right), C\left(A_{1}\right)>C\left(A_{2}\right), \\
S\left(A_{2}\right), C\left(A_{1}\right)<C\left(A_{2}\right), \\
S\left(A_{1}\right) \otimes S\left(A_{2}\right), C\left(A_{1}\right)=C\left(A_{2}\right),
\end{array} \quad \mathcal{T}\left(A_{1} \wedge A_{2}\right)=\left\{\begin{array}{c}
\mathcal{T}\left(A_{1}\right), C\left(A_{1}\right)>C\left(A_{2}\right), \\
\mathcal{T}\left(A_{2}\right), C\left(A_{1}\right)<C\left(A_{2}\right), \\
\mathcal{T}\left(A_{1}\right) \cup \mathcal{T}\left(A_{2}\right), C\left(A_{1}\right)=C\left(A_{2}\right),
\end{array}\right.\right. \\
& S\left(A_{1} \vee A_{2}\right)=\left\{\begin{array}{c}
S\left(A_{1}\right), C\left(A_{1}\right)<C\left(A_{2}\right), \\
S\left(A_{2}\right), C\left(A_{1}\right)>C\left(A_{2}\right), \\
S\left(A_{1}\right) \cup S\left(A_{2}\right), C\left(A_{1}\right)=C\left(A_{2}\right),
\end{array} \quad \mathcal{T}\left(A_{1} \vee A_{2}\right)=\left\{\begin{array}{c}
\mathcal{T}\left(A_{1}\right), C\left(A_{1}\right)<C\left(A_{2}\right), \\
\mathcal{T}\left(A_{2}\right), C\left(A_{1}\right)>C\left(A_{2}\right), \\
\mathcal{T}\left(A_{1}\right) \otimes \mathcal{T}\left(A_{2}\right), C\left(A_{1}\right)=C\left(A_{2}\right) .
\end{array}\right.\right.
\end{aligned}
$$

Put $I^{\prime}=\left\{i \in I: \max _{z \in Z_{i}} c(z)=C(A)\right\}$, then from the formulas (2), (6) obtain

$$
\begin{equation*}
S(A)=\left\{\left\{z \in Z_{i}: c(z)=C(A)\right\}: i \in I^{\prime}\right\} . \tag{7}
\end{equation*}
$$

The formulas (1), (2), (6), (7) lead to the statements.
Theorem 1. In conditions (5) the formula $-\ln P(A=1) \sim N(S(A)) h^{-C(A)}, h \rightarrow 0$, is true.
Theorem 2. In conditions (5) the following statements take place:

1. for each $S \in S(A)$ the following formula is true

$$
\begin{equation*}
(c(z) \rightarrow c(z)-\varepsilon, z \in S) \Rightarrow(C(A) \rightarrow C(A)-\varepsilon), 0<\varepsilon<1 \tag{8}
\end{equation*}
$$

2. if a set $S \subseteq Z$ and satisfies (8), then $\exists S_{*} \in S(A): S_{*} \subseteq S$;
3. for each $T \in \mathcal{T}(A)$ the following formula is true

$$
\begin{equation*}
(c(z) \rightarrow c(z)+\varepsilon, z \in T) \Rightarrow(C(A) \rightarrow C(A)+\varepsilon), 0<\varepsilon<1 \tag{9}
\end{equation*}
$$

4. if $T \subseteq Z S \subseteq Z$ and satisfies the formula (9), then $\exists T_{*} \in \mathcal{T}(A): T_{*} \subseteq T$.

The theorem 2 allows to call sets from the families $S(A), \mathcal{T}(A)$ by narrow places in the logical system $\mathcal{A}$ with lowreliable elements. For any $S \in S(A)$ (for any $T \in \mathcal{T}(A)$ ) an increase of elements $z \in S$ (a decrease of elements $z \in T$ ) reliabilities leads to an increase (to a decrease) of the logical system $\mathcal{A}$ reliability. The formulas (6) and the theorem 2 allow to calculate recursively the numbers $C(A), N(S(A))$ and to define the families $S(A), \mathcal{T}(A)$ and their subfamilies

$$
S^{\prime}(A)=\{S \in S(A):|S|=N(S(A))\}, \mathcal{T}^{\prime}(A)=\{T \in \mathcal{T}(A):|T|=N(\mathcal{T}(A))\} .
$$

## Highreliable elements

Suppose that $\exists d>0$ so that for $\forall z \in Z \exists$ the natural number $c(z)$ :

$$
\begin{equation*}
q_{z}=q_{z}(h) \sim \exp \left(-h^{-d c(z)}\right), h \rightarrow 0 . \tag{10}
\end{equation*}
$$

Denote $P(\tau(z) \leq t)=q_{z}(h)$. If $h$ is monotonically increasing and continuous function and $h \rightarrow 0, t \rightarrow 0$, then the formula (10) may be transformed to the form

$$
P(\tau(z) \leq t) \sim \exp \left(-h(t)^{-d c(z)}\right), t \rightarrow 0
$$

characteristic of Weibull asymptotic used in lifetime models of systems which consist of highreliable elements.

Redefine $C(A)=\min _{i \in I} \max _{z \in Z_{i}} c(z)$ by known $K(A)=\widehat{\wedge}\left(\underset{i \in I_{1}}{\vee} z\right)$. From the formula (3) obtain

$$
\begin{equation*}
C\left(A_{1} \wedge A_{2}\right)=\min \left(C\left(A_{1}\right), C\left(A_{2}\right)\right), C\left(A_{1} \vee A_{2}\right)=\max \left(C\left(A_{1}\right), C\left(A_{2}\right)\right) . \tag{11}
\end{equation*}
$$

Redefine $I^{\prime}=\left\{i \in I: \min _{z \in Z_{i}} c(z)=C(A)\right\}$, then the formulas (3), (11) lead to the formula (7) for highreliable elements also. The formulas (3), (7), (11) lead to the statements.

Theorem 3. In conditions (10) the formula $-\ln P(A=0) \sim N(S(A)) h^{-C(A)}, h \rightarrow 0$, is true.
Theorem 4. In conditions (10) the following statements take place:

1. for any $S \in S(A)$ the following formula is true

$$
\begin{equation*}
(c(z) \rightarrow c(z)+\varepsilon, z \in S) \Rightarrow(C(A) \rightarrow C(A)+\varepsilon), 0<\varepsilon<1 \tag{12}
\end{equation*}
$$

2. if a set $S \subseteq Z$ and satisfies (12), then $\exists S_{*} \in S(A): S_{*} \subseteq S$;
3. for any $T \in \mathcal{T}(A)$ the following formula is true

$$
\begin{equation*}
(c(z) \rightarrow c(z)-\varepsilon, z \in T) \Rightarrow(C(A) \rightarrow C(A)-\varepsilon), 0<\varepsilon<1 \tag{13}
\end{equation*}
$$

4. if a set $T \subseteq Z$ and satisfies (13), then $\exists T_{*} \in \mathcal{T}(A): T_{*} \subseteq T$.

The theorem 4 allows to call sets from the families $S(A), \mathcal{T}(A)$ by narrow places in the logical system $\mathcal{A}$ with highreliable elements. For any $S \in S(A)(T \in \mathcal{T}(A))$ an increase of elements $z \in S$ (a decrease of elements $z \in T$ ) reliabilities leads to an increase (to a decrease) of the logical system $\mathcal{A}$ reliability. The formulas (12) and the theorem 4 allow to calculate recursively the numbers $C(A), N(S(A))$ and to define the families $S(A), \mathcal{T}(A)$ and their subfamilies $S^{\prime}(A), \mathcal{T}^{\prime}(A)$.
Remark 1. Denote $X_{1}=\left\{Z_{i}, i \in I_{1}\right\}, X_{2}=\left\{Z_{i}, i \in I_{2}\right\}$, suppose that $Z\left(X_{1}\right) \cap Z\left(X_{2}\right)=\varnothing$. Then the formula (4) allow to simplify significantly calculations of $N\left(S\left(A_{1}\right) \otimes S\left(A_{2}\right)\right), N\left(S\left(A_{1}\right) \cup S\left(A_{2}\right)\right)$, which are necessary to find recursively $N(S(A))$ for the asymptotic formulas of the theorems 1,3 .
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