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IISS RREELLIIAABBIILLIITTYY TTHHEEOORRYY SSTTIILLLL AALLIIVVEE??

Igor Ushakov

San Diego, California, USA
e-mail: igorushakov@gmail.com

At the banquet held during closing  of the MMR-2004 Conference (Santa Fe, USA), one of the
most prominent specialists on Reliability Theory, Professor  of The George Washington University
Nozer Singpurwalla was a host of the discussion during the dinner.The topic he chose was a bit
provocative: “IS RELIABILITY THEORY STILL ALIVE ?” Even the question itself led to a furious
reaction of the conference participant: ”Yes! It is alive! It is flourishing!”

 What is going now if even such a question was suggested to the audience by such a serious
mathematician who dedicated all his talent to developing Reliability Theory?

 It seems to me that Professor Singpurwalla is right asking such a question. Though an answer to
this question is not so simple. Being in a position a “mammoth” (if not a dinosaur J) in Reliability
Theory, I take a brevity to discuss this difficult question.

FACTORS THAT DETERMINED IN THE PAST
AND DETERMINE NOW RELIABILITY THEORY

1. A theory always germinates in the depth of practical problems.

Let us recollect when the first boom of Reliability Theory happened. It was the Korean War time
(1950-53).  Military equipment of the both opposing sides developed in the years of the “Cold War”
very intensively: Soviet and American hawks competed at armament race. Equipment became more
and more sophisticated, more and more complex and – as a result – more and more unreliable. Both
sides lose huge money due to unreliability, and of course Americans were the first who began to
develop Reliability Theory: they always could count money better.

First, the US engineers paid more attention to quality control, reliability engineering and
maintenance.  Institute of Radio Engineers (IRE) and later Institute of Electrical and Electronics
Engineers (IEEE) called annual Symposiums on Reliability and Quality Control (R&QC) and
published Proceedings.  At the beginning of 60s, a real tsunami of publication on reliability hit the
engineering communities...

A little later (as usual!) activity in this area began in the former Soviet Union. Academician Axel
Berg coined a phrase: “Reliability is the problem number 1 !’

Thus, there appeared the problem that had to be solved fast and efficiently.

2. Decreasing interest to Reliability Theory.

First reason is objective: equipmen noe is much more reliable than earlier. If vacuum lamps in
electronic equipment in 50-60s had MTTF about at most hundreds hours, today’s microchips that can
perform much more complex operations have failure rate 10-8 1/h and less.

It is clear that reliability problems moved to the system level rather than component level.

mailto:igorushakov@gmail.com
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3. Oversaturation of the “scientific market”.

A theory should always go ahead of needs of practice. Otherwise it will take a hand on tha pulse
of a dead man J... However, one can say that modern reliability theory ran too far from practical
engineering needs or even went to dead ends of “exotic” and practically useless mathematical
exercises.  Actually, practical reliability engineering has enough first class solution for today’s
problems. New “local” problems can be solved on the local levels.

Probably, for engineering companies, it is more effective way to solve current reliability
problems id to invite specialists on a contract basis.

4. Beginning “theory for theory”.

If you take a look at the first works on reliability of the end of 50s and of the beginning of 60s,
you could see pure pragmatic nature of those works. Even “pure mathematicians” wrote for users rather
than for themselves: their results  were transparent and their applicability was evident.  However, in the
middle of 70s  there appeared papers considering unrealistic models, math results began to be non-
understandable with no common sense interpretation.

That situation led to definite discredit of Reliability Theory  as a whole.  This situation was
expressed by one of leading specialist in reliability engineering: ”The reliability Theory is for those
who understand nothing in reliability.  Those who understand reliability, they design and produce
reliable equipment!”

 (Unfortunately, such position led to a catastrophe with Soviet “Soyuz-1” when due to a failure at
the cabin sealing three Soviet astronauts died during landing: Sputnik‘s designers forgot that relay
schemes have two types of failures: false opening and false closing.)

 Nevertheless, indeed, pragmatism of theoretical reliability works went down dramatically...

5. Aspects of “modern fashion” in technology.

Once I asked my old friend Robert Machol, who is known for his book “System Engineering”,
why did a new direction “Management Science” appear?  Initially, it was Cybernetics, then Operations
Research has been coined, and now we have Management Science… “You already answered on your
own question: this is a problem of fashion changing! Who will pay for an old dress?  It is assumed that
new is better than old!” – answered Machol.

Of course, it was a joke though, as it said, any joke contents a bit of joke.

6. Moving a “center of gravity” of the problem.

At its first steps, Reliability Theory paid its main attention to problems od field data gathering
methodology and data inference. In the modern theory the system analysis became the main topic. At
the same time, giant technological systems like telecommunication, transportation, computer networks
or oil and gas distributing systems need specific methods rather than general ones. Very often a
solution for one particular type of the system is absolutely inapplicable for another.  However, any
specific solution is based on the fundamental results of common reliability theory.

 Thus, as Marc Twain said, the hearsay about the death of reliability are premature, though the
age of its flourish doubtlessly is behind...
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RELIABILITY WORKS IN THE FORMER SOVIET UNION.

In the end of 50s there appeared first publications on reliability, and in 1958 the First All-Union
Conference on Reliability took place in Moscow.

Informal scientific groups began to form in Moscoe, Leningrad, Kiev and Riga...

Moscow school of Reliability.

First group was formed in Zhukovsky (B. Vasilyev, G. Druzhinin. M. Sinitsa)and one of the
Military R&D Institute of Defense Ministry (V. Kuznetsov, I. Morozov, K. Tsvetaev).

At the same time at the Popov Society, a brilliant manager Jacov Sorin  organized Reliability
Chapter where the main role played R. Levin. Then in 1959 J. Sorin established the very first
Reliability Department at one of the industrial institutes of the Military-IndustrialComplex of the
former USSR.

From the very first days of the department existence, Academician Boris Gnedenko and
Professors of the Moscow State University Alexander Solovyev and Yuri Belyaev collaborate with this
department. A well known statistician –  Jacov Shor from one of Military R&D Institutes joined them.
Those scientists with J. Sorin and the first employee of the department Igor Ushakov became official
consultants on reliability at the State Bureau on Standartization (Gosstandard) and later form the
Scientific Counsil on Reliability.

In 1962 B. Gnedenko I J. Sorin established at the Moscow State University weekly Seminar on
Reliability for engineers. It was a very popular event attended by tens of practical engineers. That
Seminar was led by B. Gnedenko with help of A. Solovyev, Yu.Belyaev and I. Kovalenko.

Tandem “Sorin-Gnedenko” has been successfully existing about 25 years and has performed a
huge organizational and educational work.

Approximately in a year, J. Sorin established Moscow Reliability Consulting Center, and as the
Director of the Center appointed B. Gnedenko as a Scientific Lead of the organization and I. Ushakov
as its Scientific Coordinator.

A number of Doctors of Sciences and Professors collaborated with the Center, among them
A.Aristov, I. Aronov, Yu. Belyaev, B. Berdichevsky, E. Dzirkal, F. Fishbein, J. Shor, A. Solovyev, R.
Ulinich, I. Ushakov, and others. They performed everyday’s consulting for industrial engineers and
twice a month there were tree 2-hour lectures.  More than 50% of attendees were not from Moscow.
They came from various arts of the former Soviet Union: Far East and Baltic Republics, Ukraine and
Caucasus Republics.

In 1969 J.Sorin established the journal titled “Reliabiity and Quality Control” and became its
first Editor, taking B. Gnedenko, J. Shor and I. Ushakov as his deputies.

Approximately at the same time, the Publishing House “Soviet Radio” (later “Radio and
Telecommunication”) established Editorial Council headed by B. Gnedenko.  It began to publish series
named “Library of ReliabilityEngineers”.   Books of  the series played significant role in educating
reliability engineers all over the former Soviet Union.

In the middle of 70s, a respectful academic journal “Technical Cybernetics” (translated and
published in the USA as “Soviet Journal of Computer and System Sciences”) established a special
Section “Reliability Theory”.

It is difficult to name all those who belong toe the Moscow reliability school, nevertheless I
should mention . Aristov, I. Aronov, V. Gadasin, Yu. Konyonkov,  G. Kartashov, I. Pavlov, A.
Rajkin, R. Sudakov, O. Tyoskin, V. Shper.

Talking about Moscow Reliability School, it is reasonable to mention two books that reflected
many results in Reliability Theory.
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First of all, it was an excellent book “Mathematical Methods in Reliability” by B. Gnedenko, Yu.
Belyaev and A. Solovyev [ 1 ]. The book was translated into English [ 2 ].  Even now, 40 years after
the publication, this book and the book by R. Barlow and F. Proschan book [ 3, 4 ] that was translated
into Russian [ 5, 6 ], remain the best best monographs on the subject.

Secondly. It was “Handbook on Reliability” by B. Kozlov and I. Ushakov [ 7 ] that had several
editions [ 8 – 9 ] and translations [ 10 – 14 ]. This handbook remainded many years a table book for
reliability engineers.

Leningrad Reliability School.

In 1959 at one of Leningrad R&D Institutes of  Shipbuilding Ministry has been established the
first Reliability Department headed by I. Malikov. In the same year I. Malikov, A. Polovko, N.
Romanov and P. Chukreev,  who led the Leningrad Reliability School, published first Russian book
“Fundamentals of Reliability Calculation” [ 15 ]. The book contained only 139 pages, but it was the
first book where one could find systematic description of an elementary knowledge in reliability
theory.

Soon in Leningrad A. Polovko founded Leningrad Reliability Center.
In 1964 . Polovko published the very first monograph on Perliability Theory [16] that was the

first Russian book on the subject translated into English [ 17 ].
Leningrad Reliability School gave several significant names: G. Cherkesov, L. Gorsky, I.

Ryabinin, N. Sedyakin, I. Shubinsky and others.

Kiev Reliability School.

In Kiev Military Radio Engineering Academy flourished a group headed by N. Shishonok: L.
Barvinsky, B. Kredentser, M. Lastovchenko, A. Perrote, V. Repkin, S. Senetsky.  Under Shishonok’s
editorial leadership it was published  “Fundamentals of Reliability Theory for Electronic Equipment” [
18 ].

In parallel, at Kiev State University  and later in Cybernetics Institute appears a very strong
group consisted mostly of pupils of B. Gnedenko. This group dealt with general stochastic processes
theory applied to queuing and reliability problems. In this group there were such outstanding scientists
like Academicians I. Kovalenko and V. Korolyuk, and such specialists like V. Anisimov, V.
Volkovich, T.Maryanovich, A Turvin, V. Zaslavsky and others.

Riga Reliability School.

Founder od Riga Reliability School was Kh. Kordonsky who was a Chair of Department at Riga
Instute of Civil Aviation. His pupils – A. Andronov, I. Gertsbakh and Yu. Paramonov.

Probably this group was specifically practice oriented. In 1963 Kh. Kordonsky published his
book [ 19 ], in which some reliability models were discussed, then in 1969 I. Gertsbakh published his
book [ 21 ], that is, probably, the best book on maintenance problem.

Kh. Kordonsky, following  his Moscow and Leningrad colleagues open a regular seminar on
reliability theory for engineers.

Independently at the same time in the same area V. Leontiev and V. Levin have been working.
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Irkutsk Reliability School.

Reliability problems in Siberia were related mostly to energy systems.  Director of Siberian
Energy Instutute Academician Yu. Rudenko led those researches gathering a group of young scientists
(N. Voropai, G. Kolosok, L. Krivorutsky, V Zorkaltsev and other). For the work related to survivability
analysis of All-Union Energy system, Yu. Rudenko and I. Ushakov were honored by prestigious
Academy of Sciences’ Krzhizhanovsky Prize. They published together the first book on energy systems
reliability [ 22, 23 ].

Famous Rudenko’s Seminars in Baikal Lake area attracted not only by exotic place… Among
participants there were such specialists like E. Chervony, Yu. Guk, N. Manov, E. Stavrovsky, M.
Sukharev, E. Farkhad-Zadeh, M. Cheltsov, M. Yastrebenetsky and other.

Of course, the list could be continued: Tashkent, Gorky, Kharkov, Minsk, Tbilisi, Erevan and
Vladivostok  should be mentioned here.

Brief history of development Reliability Theory in the former Soviet Union.

As already was mentioned, the first steps in Reliability Theory developing were done in the
USA. However, Soviet statisticians and engineers bagan to work in that direction with a small delay.

This brief review does not target to be complete, though I believe that some analysis of
theoretical ideas developed in the Soviet Reliability School should be done.

Interesting method of analysis of confidence estimates of system reliability based on non-failure
tests of its components was suggested byR. Mirny and A. Solovyev [ 24 ].  Then some general results
based on Monte Carlo simulation were obtained by Yu. Belyaev [ 25, 26 ].  Many new analytical
results afterwards were obtained by I. Pavlov [ 27 – 29], R. Sudakov [ 30 ] and O. Tyoskin [ 31 ].

Many works were related to analysis of complex systems with degradation of the operational
level (partial failures).  Indeed, hardly a complex system might be characterized by simple binary
criteria of type “yes-no” [ 32-34 ].

The profs of too limit theorem for stochastic point processes played significant role in further
development of methods of analysis of repairable system.

First. Hungarian A. Renyi [ 35 ] proved theorem concerning asymptotical “sifting” of stochastic
point process, and approximately at the same time G. Ososkov [36] proved theorem concerning
asymptotical superposition of the processes of the same type.  Afterwards Yu. Belyaev, B. Grigelionis
and I. Pogozhev generalized those results.  Their results permitted to develop convenient approximate
practical methods for reliability analysis of vomplex repairable (renewable) systems [ 37 ].

 B. Gnedenko [ 38, 39 ] was the first investigator of asymptotic methods of reliability analysis of
repairable (renewable) systems I the beginning of 60-s. He considered a duplicated renewable system
and proved that asymptotic distribution (under condition of “fast repair”) of the system time to failure
is exponential and does not depend on the distribution of the repair time. This work opened a new
direction in Reliability Theory that was successfully developed, first of all, by I. [ 40 - 42 ] Kovalenko
and A. Solovyev [ 43  - 46 ].

Interesting ideas of semi-Markov processes aggregation related to reliability problems were
suggested by V. Korolyuk and A. Turbin [ 47 – 48 ], and afterwards these ideas were developed in  a
series of works [ 49 – 50 ].  Interesting applications to Reliability Theory contains in the works by V.
Anisimov [51] and D. Silvestrov [ 52 ].
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Methods of optimal redundancy were developed in [ 53 - 57 ]. Some results from these works
were used for preparation of Military Standards.

Such important direction of Reliability Theory as accelerated testing appeared in the very
beginning of activity of Soviet specialists on reliability.  Here works by N. Sedyakin [58], I. Gertsbakh
and Kh. Kordonsky,  [59], G. Kartashov, A. Perrote and K. Tsvetaev [ 60 ] have to be mentioned first
of all. Models od accelerated tests with time-dependent loading were considered by V. Bagdanavichus
and M. Nikulin [ 61 ].

Concluding this brief review, it is necessary to mention an excellent book edited by B. Gnedenko
[ 62 ], in which many results of Soviet School on Reliability Theory have been summed up.

* * *

Evidently, these brief notes could not mention everybody who made an input into Reliability
Theory and its practical implementation. Moreover, such brief review almost always suffer from
author’s subjective viewpoint. Actually, writing such review is a very dangerous thing:  the author can
offend his friends and colleagues who appears out of the review…

The flow of publications in Reliability Theory is very intensive. A new generation of specialists
in reliability can loose their orientation in these trouble waters of books and papers on the subject.

We have our Gnedenko Forum. Maybe it is reasonable to arrange rating of books on reliability?

 Below I am presenting examples of some practical problems that I solved last years, working
for several American companies.

EXAMPLES OF SOLUTION OF PRACTICAL PROBLEMS

Computer model of survivability analysis of the telecommunication network (for US
company MCI)

The problem of optimal allocation of traffic after catastrophic failure is considered. Matrix of
traffic between various pairs of nods and capacity of trunks are taken into account. Let us assume that
the traffic between San Francisco and New York iz such as presented in the figure below.

The model is working in interactive regime: a user would like to look at the network reaction on
failure (or emergency turn off) of the trunk between Denver and St. Luis.
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The model calculates new input data (loss of the trunk)  and finds a new optimal traffic allocation
between San Francisco and New York, taking into account minimum “harm” for other system users.

This computer model has been used for control of real telecommunication network.

Computer model for optimal allocation of spare parts for base stations of satellite
telecommunication system GlobalStar
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GlobalStar system uses low-orbit satellites that move around the Earth by spiral trajectories,
covering practically al regions.  It was planned to have about hundred ground base stations. Each such
station might have its own configuration depending on the population density in the station zone,
access to other communication systems, etc.

In a situation when each station might have an individual optimal allocation plan, the only
possibility to solve the problem was designing of a computer model.  Educated managers almost
immediately understood that Neanderthal methods of type “5% of operating units, though not less than
one” did not work.

It was also clear that spare supply from a single center is absolutely unreasonable. So, there were
Central storage in San Diego (California) and three regional storages.

A computer model of optimal spare allocation allowed to get lists of spares for each individual
base station taking into account capacity of the base station, the type of spares replenishment
(periodical or by request), time of delivery and so on. Input data (failure rates of various units and its
costs) were kept in a special database.

The user’s window with the list of basestations within one of the regions is presented below.
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For each ground base station, the model kept all necessary input data for calculating optimal
spare allocation.

Two problems can be solved: (1) Find optimal number of spare units of each type to warranty
maximum base station availability under limited total expenses; and (2) Find optimal number of spare
units of each type that delivered total expenses under condition that availability was not less than
specified level.

 After the computation, the report printing was available in the form defined by the user.
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An example of  the report is given below.

Finding size of maintenance zones, number of servicemen and location of the maintenance
center within the zone for serving users of satellite telecommunication system

There were data of request rate obtained from a previous history of the maintenance system
operation in different counties of Florida State (there are several tens of such counties)

County Number
of
requests

Area Rate (number
of requests
per day)

Alachua 8 902 0.148148
Baker 0 585 0
Bay 9 758 0.166667
Bradford 3 293 0.055556
Brevard 16 995 0.296296
Broward 70 1211 1.296296
. . . . . . . . . . . .
Wakulla 3 601 0.055556
Walton 8 1066 0.148148

The designed computer model gave a possibility of interactive solution.  Such method has been
chosen because the problem had a lot of non-formalized factors.  For instance, a maintenance center of
the zone should be chosen at some town rather than from pure geometrical considerations.

The designed algorithm based on directed enumeration with local step-by-step optimization. It
was also taken into account an intuitive hypothesis that solution for, say, South Florida counties did not
influence on the solution for Northern Florida counties.

The first county was chosen arbitrarily, though the maximum population density has been taken
into account.  Such county occurred to beDade.
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. After computing obtained maintenance parameters, it was clear that it is possible to add some
neighbor county.  Again informal hint for choosing the next county was that new two county should
form a “compact area”, i.e. this solution based on expert opinion. In this particular case the added
county was

Monroe.

 After multiple application of the described procedure, the first maintenance zone has been
constructed.

Then in this zone one tried to split a single maintenance center into two (keeping the same total
number of servicemen).  It gave a possibility (again in interactive regime) to widen the maintenance
zone.

After this first “macro step”, the first maintenance zone became “frozen” and the same procedure
is applied to find a next zone.
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As the result of constructing new maintenance zones, only in Florida State alone estimated save
was about $400,000 a year due to best zoning, best location of maintenance centers and decreasing the
sraff.

CONCLUSION

Reliability Theory is alive!  However, it should be applied in a right direction. Probably, needs in
pure theoretical researches is decreasing, nevertheless, there are many practical problems, which are
waiting solutions.

Thus, since life is continuing, the need of solving practical problems in reliability and
maintainability will exist always!
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INTRODUCTION

Software reliability growth is a well studied subject, perhaps starting with the classic work by Jelinski
and Moranda [Jelinski 1972]. Applicability of reliability growth models is well established in where
large (100 KLOC or more) software is written and maintained. Examples of such enterprises are
application software, space exploration,  telecommunication, etc. One can obtain the definition of
standard terms (e.g., fault, failure) and operational summary of most widely used software reliability
models from a document maintained by NASA Software Assurance Technology Center [Wallace].

Software reliability growth models address two important, but related, questions faced by the software
industry: 1) How many remaining bugs are likely to be present in newly developed software and how
much resources are needed for debugging to accepted level, 2) given that it is more expensive to fix a
bug after software is released to the users, when it is economically prudent to release the software.

SOFTWARE RELIABILITY GROWTH MODELS

Software reliability growth models (SGRM) generally assume a finite but random number of initial
faults that are revealed as failures according to a Non Homogeneous Poisson Process (NHPP). Time
dependence of NHPP (see [Ross 2003] for an introduction to stochastic processes) rate is supposed to
capture all underlying effects including learning effects by the debug team [Goel 1979, Ohba 1984,
Pham 1999]. Some models also claim to incorporate effect of introducing new bugs during the actual
debug process. Operationally, most SGRMs resort to estimating the mean value function of the NHPP
using observed failure data and maximum likelihood estimation procedure (see [Hoel 1996] for an
introduction to maximum likelihood estimation).

Observed software failure data tends to be S-shaped. Thus, SGRM applications of NHPP choose an S-
shaped mean value function depending on two or more parameters. Homogeneous Poisson Process
(HPP) is also used as SGRM [Ohba 1984] because of parsimony. However, exponential distribution
arising from HPP does not fit all software failure data. When a software suite is composed of dissimilar
modules, hyperexponential distribution has been used to model software reliability growth [Ohba
1984].

NHPP is not the only family of stochastic models used to model software reliability growth. Weibull
PDF has also been used to model time rate of bug appearance [Kenny 1993]. Weibull model is justified
when debug effort increases with calendar time as a power law and this is the dominant effect in
determining the number of remaining bugs. If the debug effort grows linearly with time, an exponential
model is obtained.

mailto:sumontro@hotmail.com
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A common theme in SGRM is to a process or, a distribution and fit some observed time sequence of
failure times to the model. One model may successfully summarize some datasets and fail to
summarize some other datasets. Thus, statistical goodness of fit measure is the only criteria that can be
used to evaluate any given SGRM. Sum of Squared Errors (SSE), Akaike Information Criterion (AIC),
and Chi-square tests have been used in the literature [Pham 1999].

MODELS WITH RANDOM EXECUTION MEDIA

Software reliability growth models, except for the Jelinski-Moranda model [Jelinski 1972], described
above assumes the number of bug to be a random quantity initially. We take the view that initial
number of bugs in a code is fixed by unknown quantity. Execution media for the code provides a
random environment. If different debug teams were to debug the same code, different realizations of
fault detection would be achieved.

Ross has a model for software reliability growth starting with fixed number of bugs [Ross 2003].
However, practical use of the Ross model may be limited because it requires classification of faults
according to the number of failures it causes. Lee et al. has recently attempted to model software
reliability growth by a stochastic equation where random execution environment has been modeled by
ad hoc Gaussian noise source [Lee 2004]. Lee model seems to fit much of the published data on
software failures.

We posit another model for software reliability growth based on analogy with product diffusion of
consumer durable goods. Bass-Niu (BN) formulation attempts to provide a proper stochastic
formulation starting with fixed number of bugs in the code in the spirit of Jelinski et al., Ross and Lee
at al. Bass model also provides interpretation of the parameters (p and q) based on intrinsic complexity
of the code and ability of a debug team. Bass-Niu model also attempts to solve a problem with NHPP
based SGRM. Because NHPP assumes independent increments in disjoint time intervals, it is difficult
to model introduction of new bugs within NHPP setting.

BASS MODEL FOR PRODUCT DIFFUSION

Bass model for was introduced in the marketing research community to model production diffusion
(adoption) of a durable (e.g., VCR) good [Bass 1969]. Let M be the size of the potential market and
N(t) be the number of adoptions by time t. It is assumer that M is large and continuous approximation
of N(.) is justified. Product adoption is parametrized by to real positive constants p (coefficient of
innovation) and q (coefficient of imitation). Bass postulates that time evolution of N, starting with no
adoption at t=0,  is described by the following (non-linear) differential equation.

0;)()].([)(
≥



 +−= t

M
tNqptNM

dt
tdN

Let F(t) be the fraction of adoptions by time t. As M , we have the Bass equation and the Bass
formula (CDF) as its solution. Bass CDF is derived from the Bass equation in Appendix-A.
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Classic Bass solution offers some desirable features observed in production diffusion. F(t)  is S-shaped
and has an inflection point. It also fits observed market data for many durable goods. However,
transition from N(.) to F(.) assumes M . This is difficult to justify in software reliability setting
because it is not possible have infinite number of faults in a software with finite number of LOC (lines
of code).

Not withstanding this apparent difficulty, we will explore the similarities between the process of
production and software reliability growth after introducing stochastic version of the Bass model.

STOCHASTIC BASS-NIU MODEL

Niu has provided a stochastic framework of the Bass model [Niu 2002]. Bass-Niu formulation of
product diffusion is a pure-birth model (see [Ross 2003] for an introduction to pure-birth models) with
birth rates:
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Coefficients p and q have same interpretation as in the classic Bass Model. Note that deterministic Bass
equation involved M is the denominator of its RHS. However, difference of M and (M-1) is negligible
as M . Additionally, Niu has shown that
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Time dependence of RHS arises from taking expectation with respect to time dependent probability.
Thus, the BN model converges in the mean to the Bass formula and this equation exhibits the
connection between the two models. Everyone adopts the product by t  and F )=1. This justifies
calling the Bass fraction as a Cumulative Distribution Function (CDF). Niu also provides a differential
equation for FM(t), F(t) with finite M. We will not quote Niu’s derivation here for brevity. Instead, we
will provide an elementary derivation for FM(t) in Appendix-B.

Niu has found exact expressions for the asymptotic (M ) of variance M [Niu 2005].
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Expression for asymptotic variance involves the Bass CDF and complement. It also involves
contribution  from the covariance of indicator function (denoting jth adoption by time t; see [Niu 2005]
for details). Expressions of mean and variance of adoptions can be used to adapt the BN model product
diffusion to software reliability growth.

BASS-NIU MODEL FOR SOFTWARE RELIABILITY GROWTH

Bass-Niu model for software reliability growth adapts the BN model for product diffusion with a
different interpretation of parameters n, M, p and q. We will rewrite the BN birth rates for ease of
reading.
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M is interpreted to be the number of bugs initially present in the software. Here M is assumed to be
fixed (not random) but unknown.  denotes the time rate of bug appearance and n denotes the number
of bugs found (assuming no new introduction).

We would like to solve the Bass-Niu equation for finite (but moderately large) M without further
assumption on p or, q. An approximate solution is presented in Appendix-C. Another scheme to find a
better solution, based on backward Kolmogorov equations, is presented in the section describing future
work.

INTERPRETATION OF PARAMETERS P AND Q

Parameter p is a measure of intrinsic complexity of the code (for given M, because number of initial
bugs and effective software complexity are likely to correlate with LOC). Effect of p can be understood
by assuming q=0. If q=0, there is no debugging, and each bug reveals itself independently with mean
time 1/p. Bugs in a more complex software take longer to reveal themselves. (Exponential duration
between two successive revelations is an approximation of the execution environment.)

Parameter q is a measure of learning by a particular debug team. Let’s note that time of bug appearance
increases initially (small value of n). Starting with no knowledge about the software, the debug team
learns more about the software as another bug is isolated and eliminated. Let us also note that learning
contribution to bug appearance rate enters a region of diminishing returns after enough (about M)
bugs have been fixed. This implies onset of learning saturation.
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INTERPRETATION OF TIME DEPENDENT VARIANCE

Let (t) be the intensity (rate) of a Non Homogeneous Poisson Process. It is well known [Ross 2003]
that number of events in time interval (0, t) is given by a Poisson distribution with mean

∫
t

duu
0

).(λ .

Moreover, the variance of a Poisson distribution is equal to the mean. This presents a problem for
NHPP based SGRM. Let us assume no new bugs are introduced while debugging. Then, we expect all
the bugs to be revealed in the time interval (0, ). If software reliability is modeled as a Poisson
process, variance of the number of bugs must be interpreted as the variance of initial number of bugs.
Second, why should the variance grow as more bugs are observed? These present conceptual
difficulties.

In contrast, Bass-Niu model assumes fixed number of initial bugs and physically plausible behavior for
time dependent variance. Niu has calculated the expression for variance as M  [Niu 2005].
Asymptotic variance of number of observed bugs is zero at t=0 and t . No bugs have been observed
at t=0, with certainty; no bugs remain at t=0, also with certainty.

FITTING PUBLISHED SOFTWARE RELIABILITY DATA
TO BASS-NIU MODEL

NHPP based models have been reasonably successful in modeling software reliability growth [Goel
1979, Ohba 1984, Pham 1999]. Further evidence comes from adoption of these models by NASA
[Wallace]. Primary focus of this work is to address some theoretical questions presented by NHPP
based SGRM, while not compromising on practical applicability.

It is easy to reinterpret asymptotic (M ) Bass CDF as the “inflection S-shaped growth function h(t)
of NHPP” (compare with Eq. 8 of [Ohba 1984] with proper scaling by M).

0,0,0;
1

1)(

0,0,0,0;
.1

1)(

)(

)(

≥>≥









+

−
=

>≥>≥
+
−

=

+−

+−

−

−

qpt
e

p
q
etF

Mt
e

eMth

tqp

tqp

t

t

ψϕ
ψ ϕ

ϕ

We expect asymptotic solution of Bass-Niu model to be numerically close to FM(t) when M is
moderately large. Thus, Bass-Niu model automatically fits observed software failure data fitted by
inflection S-shaped NHPP-SGRM. As an example, Project 2 data of Rome Air Development Project
[Brooks 1980] is fitted by p = 0.0084 and q = 0.213 or, (p+q) = 0.221 and (q/p) = 25.3. Fitted value of
M is 1315.9 in this example. We note, magnitude of q is much bigger that that of p for this dataset.
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FUTURE WORK BASED COAGULATION ANALOGY

We have found it difficult to solve the Bass-Niu equation by quadrature for large values of the learning
parameter q because of non-linearity in the BN differential equation. This mathematical issue limits the
applicability of the BN model to software reliability. There is another promising technique based on
solving the backward Kolmogorov equation (see [Ross 2003] for an introduction to Kolmogorov
equations) for the BN pure-birth model.

The backward Kolmogorov equation was solved exactly for a mathematically related problem of
stochastic death model of droplet coagulation [Arciapiani 1980]. Arciapiani’s method involves solving
the backward Kolmogorov equations in matrix form by finding the eigenvalues and eigenvectors of the
matrix of “death coefficients.” Coefficient matrices for Arciapiani as well as BN models are bi-
diagonal with quadratic terms (in number of droplets or, software bugs detected). Thus, eigenvalues
can be found almost by inspection. BN birth rates turn out to be the eigen-values of the coefficient
matrix for backward Kolmogorov equations.

Identification of eigenvalues leads to valuable insight into the system. As the Kolmogorov equations
from a system of linear differential equations, the solution (state probabilities) is a linear combination
of exp{- nt}, n = 0, 1, …, (M-1). Let us observe that birth-rates of the Bass-Niu model may be rewritten
as

qp
qp

qpM
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1

1
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Thus, birth rates for higher states (  with large values of sub-script) tend to independent of M whereas,
birth rates for low states tend to grow with M. Thus, only higher states contribute when M becomes
large (with p, q and t fixed). However, finding the eigenvectors requires significant effort and this may
be a topic for future work.

CONCLUSION

We have introduced NHPP based software reliability growth model. These models suffer from some
theoretical problems even though they are able to fit observed failure data reasonably well. We have
also introduced the Bass-Niu  model for market diffusion of durable goods. We have mapped a
particular (inflection S-shaped) NHPP based SGRM to the asymptotic solution Bass-Niu model. This
provides empirical validation for Bass-Niu model in software reliability. We have provided
approximate solution for the Bass-Niu model for large (but finite) M in Appendix-C. Finding an exact
solution to the Bass-Niu model may be a project for the future.
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APPENDIX-A: Derivation of Bass Formula

We start with the Bass differential equation
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Initial condition F(0)=0 implies const2=(q/p).
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Inflection point of Bass CDF can be found computing its second derivative. We start with the Bass
differential equation.
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Location of the inflection point is found by setting its second derivative to zero.
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We note that inflection point of Bass CDF exists only if q>p.



March 2007  e-journal Reliability: Theory& Applications  No 1 (Vol.2)

30

APPENDIX-B: Derivation of Bass-Niu equation

Finite state, pure-birth BN model is defined by the birth rates
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Forward Kolmogorov equations for this model (dash denotes time derivative), together with probability
normalization and initial conditions are
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We can see that state-M is an absorbing state from the evolution equation for pM. Fractional penetration
(average number of bugs revealed) by time t is
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We may use the forward Kolmogorov equations to derive a system of differential equations for the
cumulative probability.
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Differentiating the expression for FM(t) on both sides with respect to t, we get a (formal) differential
equation get after some algebraic manipulations using the forward equations for cumulative
probability.
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Using the definition of birth rates, we finally have
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Asymptotic expression for the variance can be obtained from [Niu 2005].
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APPENDIX-C: Reducing asymptotic Bass-Niu equation to quadrature

Bass-Niu differential involves the variance. Exact expression for variance for finite M is unknown at
time. We will use asymptotic expression for variance found by Niu to find an approximate differential
equation for large M. This approximation is justified when q/(M-1)<<1. Faced with a practical software
reliability growth problem of complex software, we expect large number of undiscovered bugs initially
(moderate to large M).

Even after the asymptotic expression for variance is substituted, we are unable to solve the resulting
nonlinear differential equation. Hence, a further linearizing approximation becomes necessary. In the
following, we will use work with the complimentary CDF

GM(t)=1- FM(t)

And we will linearize the asymptotic differential equation by approximating GM(t)=G(t)+ (t). From the
Bass-Niu differential equations we have
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Bass CDF and CCDF are linearized in the following way
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This give to the following linearized differential equation for the correction term
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When M.q. )/(M-1)<<1, the differential equation reduces to
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Finally, approximate solution for the Bass-Niu equation is given by
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We illustrate the usefulness of this approximation with an example.

Approximate Bass CCDF for finite M
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We have chosen M=3, p=1 and q=5 in this example. The plot shows exact expressions for the CCDF
for M=2 and 3 [Niu 2002]. It also shows the Bass formula corresponding to M= . Source term in the
linearized differential equation, C ) [Niu 2005], is also plotted.

Integration of the linearized differential equation was performed in MS Excel with variable step
Simpson method. This led to numerical evaluation of M ). Distortion around =0 (t= ) is an artifact
of this Excel based integration scheme. Let’s note that approximate expression almost coincides with
the exact expression for this illustrative example.
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In this paper models of networks with unreliable arcs are investigated. Asymptotic formulas for
probabilities of the networks work or failure and the networks lifetime distributions are obtained.
Direct calculations of these characteristics in general case [1], [2] demand sufficiently large volumes of
arithmetical operations. Main parameters of the asymptotic formulas are minimal way length and
minimal section ability to handle. A series of new algorithms and formulas to calculate parameters of
asymptotic formulas are developed.

Main characteristics. Define oriented graph Γ  with finite number of nodesU  and the set W of
arcs ( ),u v . In this graph there is single node *u , without input arcs and single node *u , without output
arcs, the graph has not arcs ( ),u u .

Suppose that ( )n s  is a number of arcs of a subgraph s , s W⊆ . For { }:S s s W⊆ ⊆  put

( ) ( )min
s S

n S n s
∈

= , ( ) ( )
( )( ) ( ): ,

,
s n s n S u v s

D S c u v
= ∈

= ∑ ∏ ,

( ) ( )min
s S

C S C s
∈

= , ( ) ( )
( ),

,
u v s

C s c u v
∈

= ∑ ,

( ) ( )1 1min
s S

C S C s
∈

= , ( )
( )

( )1 ,
max ,
u v s

C s c u v
∈

= ,

( ) ( )( )
( )( ) ( )1 1

,

: ,

exp c u v
h

s C s C S u v s

T S h−

= ∈

= −∑ ∏ ,

( ),c u v - is positive and integer function. Designate by ( )N S , ( )1N S , ( )*N S  - numbers of
( ) ( ):s S C s C S∈ = , ( ) ( )1 1C s C S= , ( ) ( )n s n S=  correspondingly.

Put ℜ  the set of all ways R  from *u  to *u without selfintersections. Consider the sets

{ }*
*A U, u A, u A⊂ ∈ ∉A = , ( ) ( ){ }, : ,L L A u v u A v A= = ∈ ∉  and ( ){ },L A A∈L = A - is the set of all

sections in the graph Γ .

Graphs with unreliable arcs. For each the graph Γ  define arc define the number
( ),u v Iα = (the arc ( ),u v works), where ( )I G - is an indicator function of the event G . It is not

difficult to confirm, that

mailto:guram@iam.dvo.ru


March 2007  e-journal Reliability: Theory& Applications  No 1 (Vol.2)

35

( )
( )

( )
( )

, ,
, ,

R u v R L u v L
u v u vα α

∈ ∈ ∈ ∈
=∨ ∧ ∨ ∧

R L

.                                   (1)

Denote ( )α Γ  the quantity of both sides of the equality (1) which characterizes the graph Γ
work.

Suppose that ( ) ( ), , ,u v u v Wα ∈  are independent random variables, ( )( ) ( ),, 1 u vP u v p hα = = ,
( ) ( ), ,1u v u vq h p h= − , where h  - is small parameter: 0h → . Then the following asymptotic formulas

are true for 0h → .

1. If ( ) ( )~ ,,p h c u v hu v , then ( )( ) ( ) ( )1 ~ nP h Dα Γ = R R .

2. If ( ) ( ),
, ~ c u v

u vp h h , then ( )( ) ( ) ( )1 ~ CP N hα Γ = RR .

3. If ( ) ( )( ),
, ~ exp c u v

u vp h h−− , then ( )( ) ( )1 ~ hP Tα Γ = R .

4. If ( ) ( ), ~ ,u vq h c u v h , then ( )( ) ( ) ( )0 ~ nP h Dα Γ = L L .

5. If ( ) ( ),
, ~ c u v

u vq h h , then ( )( ) ( ) ( )0 ~ CP N hα Γ = LL .

6. If ( ) ( )( ),
, ~ exp c u v

u vq h h−− , then ( )( ) ( )0 ~ hP Tα Γ = L .

Applications to lifetime models. Suppose that ( ),u vτ - independent random variables are arcs
( ),u v W∈  lifetimes. Denote ( )( ) ( ),, u vP u v t p hτ > =  and put the graph Γ  lifetime

( )
( )

( )
,

min max ,
R u v R

u vτ τΓ
∈ ∈

=
R

.

Suppose that ( )h h t=  s monotonically decreasing and continuous function and 0h → , t → ∞ ,
then asymptotic formulas 1, 2, 3 are true if ( )( )1P α Γ =  is replaced by ( )( )P tτ Γ > . Suppose that h
is monotonically increasing and continuous function and 0h → , 0t → , then the formulas 4, 5, 6 are
true if ( )( )0P α Γ =  is replased by ( )( )P tτ Γ ≤ .

Calculation of graph characteristics. For A∈ A  define ( ) ( ){ }: , ,Q A v A u A u v W= ∉ ∃ ∈ ∈  and
construct the sets ( ) { }1 0 *A Q A u= = , ( )1k k kA A Q AU+ = , 1,2,...k =  Denote

( ) ( )*min : kn n k u A= = ∈R .
Designate by ( ),u vϕ , ( ),u v W∈  integer and nonnegative function:

( )
( )

( )
( ), ,

, ,
u v W v u W

u v v uϕ ϕ
∈ ∈

=∑ ∑ , ( ) ( ), ,v u c u vϕ ≤ , ( ),u v W∈ , and call it a flow. A quantity of the flow

is the sum
( )

( )
*

*
,

,
u v W

u vϕ
∈

∑ .

Denote by 1 2Γ Γ  he graph constructed from the graphs 1Γ , 2Γ  by a connection of their initial
and final nodes, correspondingly, and by 1 2Γ Γ→  the graph constructed by a connection of the graph

1Γ  final node with the graph 2Γ  initial node. Consider the sets 1R , 1L , 2R , 2L  for the graphs 1Γ , in
the same sense as the sets R , L  for the graph Γ . Suppose that further ( )1i iu Q A −∈ , 1,...,i n= .
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Calculation of ( )D R : ( )1 1D u = , 1 1u A∈ , ( ) ( )
( )

( )
1

1 1,
k k

k k k k
u Q A

D u D u c u u
−

+ +
∈

= ∑ , 1 k n≤ < ,

( ) ( )*D D u=R .

Calculation of ( )*N R : ( )* 1 1nN u − = , ( )1 2n nu Q A− −∈ ,
( ) ( )

( )
( )( )

1
* 1 * 1,

n k n k
n k n k n k n k

u Q A
N u N u I u u W

− − −

− − − − − −
∈

= ∈∑ , 1 1k n≤ < − , ( ) ( )* * *N N u=R .

Calculation of ( )C R , ( )N R : each arc ( ),u v  of the graph is devided into arcs with initial lengths
(because the function ( ),c u v  is integer). Then the graph Γ  is transformed into the graph 1Γ  with
single lengths arcs and applying the ( )n n= R , ( )*N R  calculation procedures to the graph 1Γ obtain

( )C R , ( )N R  forthe graph Γ .
Calculation of ( )C L , ( )n L : using the theorem [3] of coincidence of maximal flow

value and minimal section ability to handle ( )C L  and Ford-Falkerson algorithm define ( )C L . Then
( )n L  equals to ( )C L  for ( ), 1c u v ≡ .

Suppose that ( ) ( ){ }1 1, , , 1,...,k k i iW u u u Q A i n+ −= ∈ =  in next five points.

Calculation of ( )1C R : ( )1 1 0C u = , 1 1u A∈ , ( )
( )

( ) ( )( )
1

1 1 1 1min max , ,
k k

k k k ku Q A
C u C u c u u

−
+ +

∈
= ,

1 k n≤ < , ( ) ( )*
1 1C C u=R .

Calculation of ( )1N R : ( )1 1 1N u = , 1 1u A∈ , ( ) ( )
( ) ( ) ( )( )1 1 1 1

1 1 1
: max , ,k k k k k

k k
u C u C u c u u

N u N u
+ +

+
=

= ∑ ,

1 k n≤ < , ( ) ( )*
1 1N N u=R .

Calculation of ( )1C L : as the formula (1) leads to ( )
( )

( )1 ,
max min ,

u v RR
C c u v

∈∈
=

R
L , then ( )1C L  is

defined by ( )
( )

( ) ( )( )
1

1 1 1 1max min , ,
k k

k k k ku Q A
C u C u c u u

−
+ +

∈
= , 1 k n≤ < , ( )1 1C u = ∞ ,

1 1u A∈ , ( ) ( )*
1 1C C u=L .

Direct formulas of ( )C L , ( )N L :  if ( )1,k k kc u u c+ ≡ , 1 1k n≤ < − , ( )*
1,n nc u u c− = , kN  - is a

number of nodes in ( )1kQ A − , 1 1k n≤ < − , 1nN = , then ( ) 11
min k k kk n

C c N N +
≤ <

=L , and ( )N L - is a

number of elements in the set { }1: ,1k k kk M c N N k n+= ≤ < .

Weak elements in the graph Γ . Suppose that for any pairs of arcs ( )1 1,u v , ( )2 2,u v W∈ , such that
( ) ( )1 1 2 2, ,u v u v≠ , the inequality ( ) ( )1 1 2 2, ,c u v c u v≠ is true. Then there is single arc

( ) ( )( ) ( ) ( ) ( )( )1, : ,u S v S s C s c u S v S∈ = , and ( ) ( ) ( )( ),ln ~ c u S v S
hT S h−− , 0h → .

Call this arc ( ) ( )( ),u S v S  a weak element of ( ),SΓ .

′3 . If ( ) ( )( ),
, ~ exp c u v

u vp h h−− , 0h → , then ( )( ) ( ) ( )( ),ln 1 ~ c u R v RP h−− α Γ = − .

′6 . If ( ) ( )( ),
, ~ exp c u v

u vq h h−− , 0h → , then ( )( ) ( ) ( )( ),ln 0 ~ c u vP hα −− Γ = − L L .
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In conditions of the statement ′3  or the statement ′6  a definition of a weak element ( ) ( )( ),u S v S
is made by the procedure for ( )1C S with S = R  or with S = L , correspondingly. A definition of the
weak element and related asymptotic formula may be spread from a network onto arbitrary logic
function represented in a disjunctive or in a conjunctive normal form.

Recursive formulas for the graph 1 2Γ Γ :

( ) ( ) ( )( )1 2min ,C C C=R R R ,                                            (2)

( )
( ) ( ) ( )
( ) ( ) ( )

( ) ( ) ( ) ( )

1 1 2

2 2 1

1 2 1 2

, ,
, ,

, ,

N C C
N N C C

N N C C

<= >
 + =

R R R
R R R R

R R R R
                          (3)

( ) ( ) ( )C C C= +1 2L L L ,                                               (4)

( ) ( ) ( )N N N= 1 2L L L ,                                                (5)

( ) ( ) ( )( )1 max ,C C C= 1 2L L L ,                                     (6)

( )1C R , ( )n R  are defined analogously (2), ( )1N R , ( )n L  are defined analogously (3), (4),
correspondingly.

Recursive formulas for the graph 1 2Γ Γ→ . ( )C R , ( )n R  are defined analogously (4), ( )N R ,
( )1N R  are defined analogously (5), ( )1C R  are defined analogously (6), ( )C L , ( )1C L , ( )n L  are

defined analogously (2), ( )N L , ( )1N L  are defined analogously (3).
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A reliability of systems with a network structure, for example, as telecommunication networks,
is determined by a reliability of elements, making it, which can essentially differ on the reliability. At
the analysis of a reliability the telecommunication networks usually is described graph, where the edges
of the are reflected map the network channels, and as units act the workstations, servers, followers,
switches, router or other devices. The parameters of a reliability frequently depend on a loading of a
network (values of loadings of channels determining access of the users, and quality of their service).
For this reason, formulating a problem of optimization of a reliability, it is necessary to determine,
which of parameters are important: coherence, channel capacity, mean time to repair, time of recovery
coherence or minimization of delay. Thanks to the  structural redundancy of telecommunication
networks, the refusal of the separate elements usually don’t result  in full of the refusal of the network,
and only to partial deterioration of quality of its functioning. The full of the refusal of a network (for
example, in any separately of taken territory) can happen in the result of some large-scale acts of nature
- floods, hurricanes, earthquakes, which can result in destruction of communication lines or to global
switching-off of the power supply.

The quality of functioning of networks with switching of packages are usually evaluated by
the loss of packages. These losses depend on the current condition of the elements of the network, etc.
are described by random process, which we shall designate as e(t). Allowed value of mean losses of
packages we shall designate as e0. As refusal of the network in this case we shall name an occurrence
of an event e (t)<e0. Despite of the structural redundancy of the network, the problem of reliability of
its elements remains rather actual. In this connection it is possible to formulate the following statement
optimization of the problem: a maximization  probability of the unfailing of a network with allowance
for of specific criterion of the refusal e0 at cost limitation on reserve of elements.

The problem of optimization of probability of the unfailing work of a network can be decided
by the method of optimization on statistical realizations offered in [3,4]. The solution relating on
modification of this method is resulted below [5]. This method was circumscribed also in [6] for the
optimization of number of the channels in a communication network . The idea of a procedure of
optimization with reference to probability of the refusal of a network with switching of packages can be
formulated as follows.

          Similarly to procedure in [4] the statistical experiment on a Monte-Carlo method [1] is carried
out as independent for each separate element of a network. The distribution of time to repair of
elements is considered uniform. In some moment the refusal of separate elements of a network can
appear unnoticed, if these the refusals have not braked the condition of the functional of quality. At the
failing the first element, which upsets the specific condition e0 on the functional of quality - mean
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losses of packages, the reserve for this element is introduced which in default of basic element here
rises on its place.

During statistical simulation each time at the failing of the next element is introduced the
appropriate reserve of element. Such procedure proceeds before full exhaustion of resources:

0)( CXC >

where 0 - limitation on the total cost of elements.

In the result of the first realization the first " vector of a reserve " of elements of a network is
received.

in xxxX ;),....,( 1=  - number of reserve of elements  of a i- type, i= 1,….., n

During simulation for each realization the moment of the consumption of elements each of a i-
type in each realization are stored  independently. Having such construction thus trajectory of the
consumption of reserve elements it is possible to decide a problem of selection of an optimum structure
of the reserve elements [4]. In the case of optimization of probability of the unfailing work of a
network it looks as follows: the possible structures of the reserve  elements appropriate to the limiting
condition are fixed. For network with the “n” elements  such is located n-dimensional a cube satisfying
to the condition )<C0, inside which the least number of trajectory is finished, i.e. where the least
number of cases of the failing and accordingly probability of the unfailing work happens above. At the
chosen structure of the reserve the probability of the unfailing work  will be optimum.

Fig 1.  Selection of an optimum structure of the reserve for 2-dimensional  case

On the figure 1 for convenience the example of selection of a "optimum" rectangle for two-
dimensional case is shown. From all  rectangles, inside which only one realization is finished , the
mean and lower rectangle  are optimal .
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1. Introduction

The contemporary war-time military operations can be divided into the following two stages.
The first and rather short stage includes very active actions with considerable losses.  It is followed by
a much longer stage, during which the events associated with losses occur at a much lower rate.  The
examples of such military operations are the current international military operations in Afghanistan,
Iraq and the recent Russian military actions in Chechnya (whatever their political status is).  Below, an
approach to analysis of the military operations performance during the mentioned above second stage is
suggested.

Because the daily losses during the second stage is much less compared to the first stage, the
military operations during the second stage, from the reliability standpoint, can be considered as a
functioning repairable system, which is rapidly restored after each failure to at least the same condition
as it was just before the failure.

In this paper, an analysis of such military operations is developed in the framework of the so-
called repairable system analysis.  The approach can be applied not only to the system failures, but to
successes (as the respective adversary’s losses) as well.

2. Military Operations as Improving/Deteriorating Repairable Systems

This section begins with introducing some basic notions of repairable system analysis needed for
the following discussion.
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2.1. Point Processes as Models for Repairable Systems

Basic Definitions

A point process can be informally defined as a mathematical model for highly localized events
distributed randomly in time.  The major random variable of interest related to such processes is the
number of failures (or generally speaking events) N(t) observed in the time interval [0, t], which is why
such processes are also referred to as counting processes.  Using the nondecreasing integer-valued
function N(t), the point process {N(t), t 0} is defined as the one satisfying the following conditions:

1. N(t) 0
2. N(0) = 0
3. If t2 > t1, then N(t2) N(t1)
4. If t2 > t1, then [N(t2) - N(t1)] is the number of events (e.g., failures) occurred in the interval (t1,

t2]

A trajectory (sample path) or realization of a point process is the successive failure times
of an item: T1, T2, . . . ,Tk . . . . It is expressed in terms of the integer-valued function N(t) i.e., the
number of events observed in the time interval [0, t].

)max()( tTktN k ≤=       (1)

It is clear that N(t) is a random function. The mean value E(N(t)) of the number of failures N(t)
observed in the time interval (0, t] is called cumulative intensity function (CIF) [Hoyland and Rausand,
1994, Moddares, et al., 1999 ], or mean cumulative function (MCF) [Nelson, 2003]  In the following
the term cumulative intensity function (CIF) is used.  The CIF is usually denoted by W, i.e.,

W(t) = E(N(t))

Another important characteristic of point processes is the rate of occurrence of failures
(ROCOF), which is defined as the derivative of CIF with respect to time, i.e.

td
tWdtw )()( =

Based on the above definition of ROCOF, the CIF is sometimes called cumulative ROCOF.

Most of the processes, which are discussed in the following have monotone ROCOF.  The system
modeled by a point process with an increasing ROCOF is called deteriorating (aging, unhappy, or sad)
system.  Analogously, the system modeled by a point process with a decreasing ROCOF is called
improving (happy or rejuvenating) system.

The distribution of time to the first failure of a point process is called the underlying distribution.
For some point processes this distribution coincides with the distribution of time between successive
failures (which is also called interarrival time), for others it does not.  The underlying distribution is
included in definition of any particular point process used as a model for failure/repair process of
reparable systems.
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2.2 Nonhomogeneous Poisson Process

A point process, having independent increments, is called Nonhomogeneous Poisson Process
(NHPP) with time dependent ROCOF (t) > 0, if the probability that exactly n events (failures) occur in

any interval ( a , b ] has the Poisson distribution with the mean equal to dtt
b

a

)(λ∫ , i.e.,

n!

e dttdtt
=n=aN-bNP

b

a

-
b

a

n

)()(
])()([

λλ ∫∫ 








                                            (2)

for n = 0, 1, 2, . . . ,  , and N(0) = 0.

In opposite to some other point processes, the times between successive events (e.g., failures) in
the frame work of the NHPP model are neither independent nor identically distributed.

Based on the above definition, the CIF and ROCOF of NHPP obviously can be written as follows

ττλ dtW
t

)()(
0
∫=      (3)

w(t) = (t)       (4)
The cumulative distribution function (CDF) of time to the first failure (i.e., the CDF of underlying
distribution) for the NHPP can be found as

))(exp(1]0)0()(Pr[1)( tW==N-tN-=tF −−     (5)
where W(t) is given by (3).

Let’s consider a series of failures occurring according to the NHPP with ROCOF (t).  Let tk  be time to
kth failure, so, at this moment, the ROCOF is equal to (tk).  The probability that no failure occurs in
interval (tk, t], where t > tk , can be written as

)(
)(

)(

)(
)()(

0

tR
tR=

e d

e d
=e d=t,tR

k-

t

0

-t

t

-
k kt

k ∫

∫
∫

ττλ

ττλ
ττλ                  (6)

which is the conditional reliability function of a system having age tk.  In other words, we can consider
NHPP as a process in which each failed system is instantaneously replaced by identical one having the
same age as the failed one.  This type of restoration model is referred to same as old (or minimal
repair) condition.

Another very important property of NHPP under the given assumptions follows from Equation (6).  If
tk is equal to zero, Equation (6) takes on the following form

)))(exp()(
0

d=tR
t

ττλ∫− ,                 (7)

which means that the ROCOF of NHPP coincides with the failure (hazard) rate function of the
underlying distribution.  In other words, all future behavior of repairable system is completely defined
by this distribution.  It also means that just after any repair/maintenance action carried out at time t, the



March 2007  e-journal Reliability: Theory& Applications  No 1 (Vol.2)

44

ROCOF is equal to the failure rate of the TTFF distribution λ(t).  So, we can also consider NHPP as a
process, in which each failed system is instantaneously replaced by identical one having the same
failure rate as the failed one.

Is “same as old” restoration a realistic assumption?  The answer depends on a given application.
Applied to a one-component system, it is definitely not a realistic assumption.  For a complex system,
composed of many components having close reliability functions, this assumption is rather realistic,
because only a small fraction of the system components is repaired or replaced, which results in a small
change of the system failure rate (Hoyland and Rausand, 1994).  This can be definitely applied to the
military operations considered in the following.

An important particular case of NHPP is the case when the CIF a power function of time, i.e,

0,,0)( >≥





= βα
α

β

tttW ,                 (8)

with the respective ROCOF given by
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which obviously results in the Weibull time to the first failure (underlying) distribution.  Accordingly,
the NHPP process with ROCOF given by (9) is sometimes referred to as the Weibull process, the
power law NHPP process, or the “Crow-AMSAA model”.  It is clear that, if  > 1 the system is
improving, and in the case of < 1, the system is deteriorating.

Statistical procedures for this model were developed by Crow (1974, 1982), based on suggestions of
Duane (1964).  These procedures can also be found in MIL-HDBK-781, IEC Standard 1164 (1995).
The main applications of the power law model are associated with reliability monitoring (which is
optimistically called “reliability growth”) of repairable products and as well as for non-reparable ones.

3. Case Study: US Military Operations in Iraq after Fall of Baghdad

3.1 Data Source

The data used for this case study are available from the website http://icasualties.org/oif/Details.aspx,
which is called Iraq Coalition Casualties.  According to the website, the data are being accumulated
using the information from the following U.S. government sources:

1. CENTCOM (the United States Central Command in Tampa, FL ), which news releases are
published regularly on the Internet at http://www.centcom.mil/

2. News releases from the U.S. Department of Defense, that can be found on the Internet at
http://www.defenselink.mil/releases/

3.2 Data Analysis

The above suggested approach to risk analysis of military operations is illustrated by an analysis of the
US military operations in Iraq (the system).  The performance of this system is considered with respect

http://icasualties.org/oif/Details.aspx
http://www.centcom.mil/
http://www.defenselink.mil/releases/
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of two failure modes – fatalities (the weekly number of US soldiers killed) and accidents.  In the first
part of this case study, the system is analyzed with respect of the fatalities.

In the given context, the data related to fatalities include the following four causes of death:

1. Hostile fire
2. Accidents
3. Friendly fire
4. Other

In the second part of our case study, the system performance with respect to the failure mode called
accidents is analyzed.  Using the respective data analysis, it will be shown that in spite of slowly
improving system performance with respect of the second failure mode (accidents), the system is
slowly deteriorating with respect to the first failure mode (fatalities), which definition includes
accidents as well.

3.2.1 Fatalities after Fall of Baghdad

Figure 1 below depicts the cumulative number (ECIF) of fatalities during first 10 weeks of military
operations.

Cumulative Number of Events
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40

80

120

160

200

0 2 4 6 8 10
Week

Figure 1.  Cumulative Number of Fatalities during First 10 Weeks of Military Operations

The ECIF increases rapidly during first 4 weeks, and afterwards it slows down.  The 4th week (04/06/03
– 04/12/03) includes the fall of Baghdad, so the first four weeks is the period of very active military
operations with inevitably high losses (i.e., it is the first phase discussed in Introduction).  The
following case study is going to cover the military operations after this 4 week interval.

The plot of time dependence of cumulative number of fatalities during the time interval between the 5th

and 151st week (04/13/2003 -- 02/04/2006) is presented in Figure 2.  The data were fitted using the
NHPP power low model (Equation (8).  The fitted model for CIF is given by the following equation:

5,)4(622.4)( 224.1 ≥−= tttN                                               (10)
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The fitted cumulative number of fatalities (CIF) is shown as a continuous curve depicted in Figure 2
below.

Cumulative Number of Events N(t) = 4.6217t1.2241

R2 = 0.998
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Figure 2.  Cumulative number of fatalities during the time interval
between the fifth and 151st week (04/13/2003 - 02/04/2006)

The squared correlation coefficient R2 (proportion of the variance of N(t) explained by t) is 0.998,
which shows that the fitted model is adequate enough.

The parameter  of model (10) shows that the ROCOF of fatalities is not even constant, but slowly
increasing (  > 1), which means that the system of military operation is slowly deteriorating with
respect to the “fatalities” failure mode.  Being on an optimistic side (in spite of the 2 sigma interval of
(1.216, 1.232) on ), one can state with a very high confidence that the system performance with
respect to the given failure mode (fatalities) is not improving.

The reader can notice a slight jump in ECIF at some time about 87th – 88th weeks.   This increase might
be explained by the emerging insurgent activity in September – October 2004.  This could suggest
breaking down the data into two subsets – before 87th week and after it, for a further analysis.  The
respective analysis is beyond the given paper scope.

3.2.2 Accidents from the Beginning of Military Operations

Now we are going to analyze the system performance with respect to the accidents only, which
constitute one out four failure modes related to the fatalities considered in the previous section.

Figure 3 below depicts the cumulative number (ECIF) of accidents during the complete time interval
between the first week of operations (03/16/2003 - 03/22/2003) and 151st week (01/29/2006 -
02/04/2006).  The 98th week is definitely a “discontinuity point.”  During this week, there were 43
accidental fatalities.  Most of the respective causes were identified as "non-hostile – helicopter crash."
There were two helicopter crashes during this week.
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Cumulative Number of  Accidents
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Figure 3.  Cumulative number of fatalities during the time interval between the first week of operations (03/16/2003 -
03/22/2003) up to 151st week (01/29/2006 - 02/04/2006)

Due to the discontinuity point at 98th week, it is reasonable to break the data down into two subsets –
before 98th week and after it.  The plots of the respective ECIFs are shown in Figure 4 and in Figure 5
respectively.  The fitted curves of the cumulative number of accidents (CIF) are shown as the
continuous curves in the figures.

For the first time interval, the fitted model for CIF is given by the following equation:

884.0917.4)( ttN = ,                                                 (11)

The squared correlation coefficient R2 (proportion of the variance of N(t) explained by t) is 0.962,
which shows that the fitted model is rather adequate.  The parameter  = 0.884 indicates that the
system is slowly improving with respect to the “accidents” failure mode.

Cumulative Number of Accidents, before 98th Week

N(t) = 4.9168t0.884

R2 = 0.962
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Figure 4.  Cumulative number of accidents from the beginning the military operations
up to 97th week (01/16/2005 - 01/22/2005)
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Cumulative Number of Accidents, after 97th Week

N(t) = 3.4455t0.8369

R2 = 0.962
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Figure 5.  Cumulative number of accidents from the beginning the military operations after 97th week

For the second time interval (after the 97th week), the fitted model for CIF is given by the following
equation:

834.0445.3)( ttN =                                                                (12)

The equation reveals that the system continues to improve with a possible slight decrease in the
accidence rate of occurrence, compared to the one related to the first interval, which might indicate that
some safety improvements have been done.

The squared correlation coefficient R2 for model (12) is the same as the one related to model (11),
which shows that both models have approximately the same accuracy.  Both models have the parameter

< 1.

Based on the above analysis one can come to the following conclusion.  In spite of slowly improving
system performance with respect to the “accidents“, as a failure mode, the system is slowly
deteriorating with respect to the “fatalities” failure mode, which definition includes accidents as a
specific case.

4. Concluding Remarks

The considered case study shows that the risk analysis of military operations can be performed in the
framework of traditional repairable system data analysis using the notions of improving and
deteriorating systems.  This approach can be suggested as a potentially useful tool among other
decision making support tools and techniques.
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PART III.  FICTIONAL “CASE STUDY”

ABSTARCT. This paper is continuation of [Ushakov, 2006a; Ushakov, 2006b].
Here a demonstration of the methodology is demonstrated on a fictional case
study.

1. SOME PRELIMINARY COMMENTS

Below is presented a simple demonstration of the method considered in [Ushakov, 2006a;
Ushakov, 2006b].  All notations and terminology were given and explained in the previous papers.
 Before considering the fictional case study, let us once more briefly characterize the proposed
model.

This mathematical model can be used for design of an interactive computer model, which can
be used by counter-terrorism decision-makers to solve the following problems:

• What are the priorities of the subjects of protection?
• What measures are most appropriate to protect these subjects?
• What is the best money allocation for this protection?

Notice from the very beginning that we are going to design a model for analysis the entire problem as a
unique and single “body”.

A decision-maker will be able to “play” with the model, change parameters and limitations and get
current results.  In other words, it will be a “WHAT IF” type of a model.

Suggested procedure of use of the model

Expert enters the following input data into the model:
• list of assumed objects of terrorists’ attacks,
• priority of defended objects,
• estimated cost of various defending measures,
• estimated effectiveness of the protection of listed subjects,
• limitation on the resources assigned for the protection program.

The model will present an output (solution) in the form of resources allocation between various
measures of protection and between the chosen subjects of defense.

mailto:igorushakov@gmail.com
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Input data

• List of subjects of protection.
• Categorization of the subjects of protection: human lives (like stadiums, conventions, etc.),

economical, political, historical/symbolical.
• Expert-prepared relative priorities of these subjects (in scale from 1 to 10, for instance).
• Assumed enemy s priorities of destruction of the same subjects.
• Total resources for anti-terrorists  activity on the country level and on regional levels.
• Categorization of types of possible terrorists  attacks for each subject of protection.
• Expert s evaluation of the degree of assurance  that the given subject of protection would be

saved if some specified measures would have been undertaken.
• Cost of reliable information about terrorists plans, their location, forms of their support, etc.
• Experts  evaluation of the effectiveness of the pre-emptive anti-terrorists strikes depending on

the expenses.

Of course, the number of listed types of input information should be corrected (as well as the model
itself) during real implementation.

Expected results of the modeling

  The computer tool will allow a decision-maker to estimate numerically the effect of counter-
terrorism measures and will help making optimal ( )  allocation of the available resources.

The model will give the decision-maker a range of human resources, finances, logistics, etc.
needed for achieving the desired goal of protection the chosen objects.

2. FICTIONAL CASE STUDY

2.1. Description of the subjects of defense.

Consider in some fictional city, let’s call it Freedom City, where there are the following
subjects for counter-terrorism protection:

1. Stadium (during an event),
2. Monument of Glory,
3. Great Bridge,
4. Stock Exchange,
5. National Park.

Let πk is a priority number of subject k. The priority number in some sense reflects the priority
of the subject for the society.  Of course, such “scalar” evaluation is a trivialization of the problem, but
this method is used in many cases by Operations Research analysts.  The numerical value of πk has to
be decided by counter-terrorism experts. Let the priority numbers for the considering fictional example
are:

π1 = 10 (possibility of loss of huge number of lives)
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π2 = 8 (important National symbol),
π3 =  5 (important transport link),
π4 = 7 (destruction may lead to a large scale economical chaos),
π5 = 1 (city’s symbol, few living buildings).

For the beginning, we do not pay attention on the specific of the protected subject, (human,
economical or political). These factors might be taken into account on the further stages of the research.

2.2. Description of attack types.

Consider possible types of terrorists’ attacks on the listed subjects and measures of protection.

Stadium

Possible types of attacks:
• Suicide bomber
   Form of protection:

(1) Police at the entrance visually checking suspicious
objects (big bags, suitcases, etc.); explosive-sniffing trained dogs are used.

(2)Strong visa checking on the country boarders to avoid penetrating terrorist.
(3) Gathering information about unusual or suspicious activity within
Freedom City community of possible origin of terrorism support.
(4) Emergency state of paramedic service of Freedom City

• Private planes or helicopters used as kamikaze.
Form of protection:
(1) Semi-military police helicopter barraging around the stadium with the weapon

possible to destroy unexpected flying object.
(2) Attentive scrutiny of candidates for pilot training schools.
(3) Emergency state of paramedic service of Freedom City

• Regular civil planes.
Form of protection:
(1) Hardener checkpoints at airports (with inevitable “politically non-correct” profiling

by names and appearance).
(2) Presence of marshals at each flight between large cities.
(3) Emergency state of paramedic service of Freedom City.

Monument of Glory

Possible types of attacks:
• Suicide bomber
   Form of protection:

(1) Police at the enter of the Monument of Glory for visual checking suspicious objects
(big bags, suitcases, etc.); using explosive trained dogs.
(2) Strong visa checking on the country boarders to avoid penetrating terrorists.

• Private planes or helicopters
Form of protection:
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(1) Semi-military police helicopter barraging around the stadium with the weapon
possible to destroy unexpected flying object.
(2) Attentive scrutiny of candidates for pilot training schools.

• Regular civil planes
Form of protection:
(1) Hardener checkpoints at airports (with inevitable “politically non-correct”
profiling by names and appearance).
(2) Presence of marshals at each flight between large cities.
(3) Emergency state of paramedic service of Freedom City.

Great Bridge

Possible types of attacks:
• Suicide car-bomber
   Form of protection:

(1) Police at the entrance of the bridge checking suspicious vehicles.
(2) Police checking suspicious vehicles entering Freedom City.
(3) Strong checking all employees at transportation organizations (with inevitable
“politically non-correct” profiling by names and appearance).
(4) Strong visa checking on the country boarders to avoid penetrating terrorists.

• Bomb at the pier of the bridge
Form of protection:
(1) Control for suspicious diving activity in the area.
(2) Control for suspicious boat movement on the river under the Great Bridge.
(3) Strong checking all owners of boats in the basin.

Stock Exchange

Possible types of attacks:
• Suicide car-bomber
   Form of protection:

(1) Police at the entrance of the street to the Stock Exchange checking
            suspicious vehicles.
(2) Police checking suspicious vehicles entering Freedom City.
(3) Strong checking all employees at transportation organizations with
 inevitable profiling by appearance, names and the country of origin.
Strong visa checking on the country boarders to avoid penetrating suspected terrorists.

• Suicide bomber
   Form of protection:

(1) Police at the Stock Exchange visually check suspicious objects (big bags, suitcases,
etc.); using explosive-sniffing trained dogs.
(2)  Strong visa checking on the country boarders to avoid penetrating terrorists.
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National Park

Possible types of attacks:
• Suicide bomber
   Form of protection:

(1)  Police at the entrence observe more carefully visitors of the
            National Park.

(2)  Strong visa checking on the country boarders to avoid penetrating terrorists.

From brief analysis of measures above, one can see that some measures are local and specific
for a particular subjects of protection, some of them are common for objects within a particular region
(or area), and, finally, some measures protect all subjects in the country.

For instance,
• Police checking suspicious vehicles entering Freedom City,
• Gathering information about unusual or suspicious activity within some communities

are local measures effective for entire Freedom City but only for this city.
 At the same time, such measures as:

• Strong visa checking  at the country boarders
• Attentive attendees checking at the pilot training centers (with strong profiling of the trainees)
• Hardener checking at airports, especially to and from main cities
• Putting marshals at the civil planes

influence on the subjects of protection within entire country. All counter-terrorism pre-emptive strikes
abroad always effect on the level of entire country.

2.3. Measures of defense, its effecticeness and related expenses.

Below we consider the simplest case study for the situation described above. All numbers are
fictional.  Expenses for various protection measures taken in some conditional units, CU.

Governmental (all-country) level of protection:

Type of protection measure Protection
level

Related expenses

F1(1) 0.9 C11 5 CUAttentive visa issuing in respect to nationality and
country of applicant F1(2) 0.95 C12 10 CU

F2(1) 0.8 C21 50 CUChecking arrived passengers
F2(2) 0.9 C22 100 CU

More attentive checking cargo F3 0.8 C3 50 CU
F4(1) 0.8 C41 300 CUIntroducing strong control for staying in the country

with guest visas F4(2) 0.9 C42 500 CU
Checking pilot schools attendees F5 0.95 C5 10 CU
Checking employees of transportation organizations F6 0.95 C6 50 CU

….. ….. ….. ….. …..
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All expenses are to protect all objects within the country, so “individual” expenses for a single
object will be relatively small.  (For instance, defending 10.000 objects within the country due to
CHECKING ARRIVED PASSENGERS will correspond approximately 0.01 CU of expenses for each
object.)
 The list of possible types of protection measures on all levels, corresponding levels of
protection and related expenses have to be prepared by expert familiar with security problems.

Zone (Regional) level of protection:

Every zone has to be considered individually because they have their own specific and their
own measures of protection. Consider introduced above Freedom City as a zone and consider possible
protection measures on zone (regional) level.

Type of protection measure Protection level Related expenses
Checking incoming trucks Z1 0.9 C11 5 CU

Z2(1) 0.8 C2(1) 10 CUPolice scrutiny of suspicious communities
Z2(2) 0.9 C2(2) 15 CU

Control of airspace over the city Z3 0.95  C3 50 CU
….. ….. ….. ….. …..

Local (object) level of protection:

All objects have to be considered individually because they have their own specific and their
own measures of protection. Besides, the same measures of protection might effect differently for
different objects.

1. Stadium

Type of
attack

Type of protection Protection
level

Related
expenses

)1(
)1(1L 0.9 )1(

)1(1C 1 CUVisual checking suspicious personal
belongings (bags, suitcases, etc.)

)1(
)2(1L 0.95 )1(

)2(1C 2 CU
)1(

)1(2L 0.9 )1(
)1(2C 3 CUSample checking suspicious persons

)1(
)2(2L 0.95 )1(

)2(2C 4 CU

Suicide
bomber

Explosive-founding trained dogs )1(
3L 0.97 )1(

3C 5 CU
Private plane
crash

(zone level) - - - -

Airliner crash  (all-country level)
….. ….. ….. ….. ….. …..
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2. Monument of Glory

Type of
attack

Type of protection Protection
level

Related
expenses

)2(
)1(1L 0.9 )2(

)1(1C 0.5 CUVisual checking suspicious personal
belongings (bags, suitcases, etc.)

)2(
)2(1L 0.95 )2(

)1(1C 1 CU
)2(
)1(2L 0.9 )2(

)1(1C 1.5 CUSample checking suspicious persons
)2(

)2(2L 0.95 )2(
)1(1C 2 CU

Suicide
bomber

Explosive-founding trained dogs )2(
3L 0.97 )2(

)1(1C 3 CU

Private plane
crash

(zone level) - - - -

Airliner  (all-country level) - - - -
….. ….. ….. ….. ….. …..

3. Great Bridge

Type of
attack

Type of protection Protection
level

Related
expenses

Police at the entrance of the bridge
checking suspicious vehicles.

)3(
1L 0.95 )3(

1C 1 CU

Police checking suspicious vehicles
entering Freedom City.
(zone level)

- - - -

Suicide car-
bomber

checking employees of transportation
organizations (country  level)

- - - -

Control for suspicious boat movement
on the river under the Great Bridge.

)3(
2L 0.99 )3(

2C 3 CUBomb at the
pier of the
bridge Regular checking all owners of boats in

the basin.
)3(

3L 0.95 )3(
3C 1 CU
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4. Stock Exchange

Type of
attack

Type of protection Protection
level

Related
expenses

Police at the street where Stock
Exchange locates check suspicious
vehicles parked at the building.

)4(
1L 0.95 )4(

1C 0.5 CU

Police checking suspicious vehicles
entering Freedom City.
(zone level)

- - - -

Suicide car-
bomber

checking employees of transportation
organizations (country  level)

- - - -

)4(
)1(2L 0.9 )4(

)1(2C 0.5 CUVisual checking suspicious personal
belongings (bags, suitcases, etc.)
entering the building

)4(
)2(2L 0.95 )4(

)1(2C 1 CU
)4(
)1(3L 0.9 )4(

)1(3C 0.5 CUSample checking suspicious persons
)4(

)2(3L 0.95 )2(
)1(3C 2 CU

Suicide
bomber

Explosive-founding trained dogs )2(
4L 0.97 )2(

4C 1 CU

5. National Park

Type of
attack

Type of protection Protection
level

Related expenses

)5(
1L 0.95 )5(

1C 1 CUSuicide
bomber

Visual checking suspicious persons
)5(

1L 0.95 )5(
1C 1 CU

Strong visa
checking on
the country
boarders

(country level) - - - -
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2.4. Calculation of protection level for subjects of defense.

We will demonstrate the method only on one object.

Initial protection of Stadium

Value of expected minmax loss for Stadium is equal to:

)1()1()1()1()1()1( )1(
)1(2

)1(
)1(135)1(2)1(11 LLZFFFLOSSStadium −⋅−⋅−⋅−⋅−⋅−= π ,                  (1)

 or after substitution of numerical data, one gets 0.0001.

Expenses related to this level of protection are equal to 55 CU on the country level , 10 CU on
the zone level and 4 CU were spent at the level of the object (Stadium).
Notice that the biggest expenses were spent on the country level, though it should be “shared” between
all protected objects.

Let us further consider only local level, because calculation by hand a system with hierarchical
structure is too time-consuming and, in addition, the transparency of the example will be lost.
 Let us rewrite formula (1) in the form

)1()1(01.0 )1(
)1(2

)1(
)1(1 LLLOSSStadium −⋅−⋅= ,

i.e. we keep only variables related to the local level. Then analyzing all possible measures we will get
the following results:

Variant No. Formula Probab. of loss Formula Expenses
1 )1()1( )1(

)1(2
)1(
)1(1 LL −⋅− 0.01 )1(

)1(2
)1(
)1(1 CC + 4

2 )1()1( )1(
)1(2

)1(
)2(1 LL −⋅− 0.005 )1(

)1(2
)1(
)2(1 CC + 5

3 )1()1( )1(
)2(2

)1(
)1(1 LL −⋅− 0.003 )1(

)2(2
)1(
)1(1 CC + 6

4 )1()1( )1(
)2(2

)1(
)2(1 LL −⋅− 0.0015 )1(

)2(2
)1(
)2(1 CC + 8

In more visualized form the results are presented in figure below.
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All these values can be used as members of the dominating sequences [Kettelle, 1962] for
further analysis.

Conclusion.

The suggested computer model allows to choose balanced and effective allocation of resources
between all three levels and to assign measures for each defended object depending on possible type of
terrorists attack.
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Reliability-99,  80- :

Together with Yu.Paramonov, V.Venyavcev, M.Maksim and V.Linis, I worked on this project during
seven years, which were probably the most productive and most interesting in my whole life. Now I
realize that we all were extremely lucky to work under the guidance of a brilliant scientist and an
outstanding personality of Khaim Borisovich.
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The scheduling project was a very difficult and complex task. Nobody from the high management in the
Ministry had even a slightest idea how to approach it and what is meant under the title Computerized
Scheduling . On top of that, the computers in those days were extremely primitive. Ural-4  which
occupied the whole floor of an old church, has less power than today s pocket calculator. Even having
modern computer power, one should be a man of an outstanding intellectual courage to accept the
challenge to be the head of such project.

From prof. Kordonsky we learner important things, and for all life. The first lesson was: before you
start doing the computerized schedule, be able to do it manually. This was a clever advice because only
after a year of intensive contacts with practitioners, we started to understand what the scheduling is
about, was is essential and what is secondary.

Prof. Kordonsky never was a boss  who issued order and instructions. He created a stimulating
atmosphere of intensive exchange of opinions and discussions, sometimes heated, but always efficient.
He was open to any suggestion and critical remark. In spite of this tremendous scientific authority,
nobody was afraid of asking questions or of insisting on this opinion. I am convinced that a truly
democratic in our group was the key factor for the success of the project.
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