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Abstract: The paper deals with risk assessment of complex systems. As we investigate situations regarding military 
applications the fragments of risk management are very important for us. Risk and dependability characteristics of 
military battle equipment have the same importance for us as those measures which have to serve to perform battle 
missions itself. There is no time on the battle field to solve unpredicted and unexpected situations caused by high risk 
level or unreliability which might lead to loss of both equipment and crew. Due to high level of risk we face on the 
battlefield many systems have to be robust enough or have to be redundant to succeed. 
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1. INTRODUCTION 

 
As we know there is number of characteristics which might be investigated and solved regarding 

military applications. Some of them are typically related to performance of the object although others are 
related to supporting characteristics. The supporting characteristics do not mean that they play second class 
role but usually are not preferred as much as those related to performance. In branch of our interest we talk 
about risk, dependability and its attributes. The common and well known dependability characteristics are 
often announced and used for various calculations as well as describe the item itself. We typically know 
these characteristics from different types of tests performed during development and testing phase. Such 
characteristics are related to so called inherent dependability – inherent availability. Apart of these 
specifications we need to know also the real behaviour in the battle field – in real deployment while 
completing mission. In the real deployment we talk about characteristics related to “so called” operational 
dependability – operational availability. These characteristics are not calculated theoretically but their 
calculation is based on practical and real possible situation. Such as real picture about technical item 
behaviour namely military battle vehicles is the most important for us. Several measures join the set of 
“dynamic dependability” characteristics. To be able to carry out the dynamic dependability analysis we have 
to know the edge conditions and our limitations for that. Dynamic in this terms means to have the 
information we need just in time. We may choose several possibilities for getting the time related 
characteristics regarding the military battle vehicle for instance. As dependability analysis serve for failures 
investigation we use them for getting more information about an event which in terms of risk understanding 
means the initial source. If we know the source of potential harm we consequently may work with the basic 
and well known tools for risk identification, assessment, analysis and finally evaluation. As battle vehicles 
are supposed to complete missions in very adverse and hostile conditions with very high level of success 
required and many times also in very diversified areas we have to look after the quality characteristics very 
well. We count among them both risk and dependability analysis which are very closely connected and their 
characteristics and measures serve for determination of proper picture for battle vehicle behaviour. With 
running time we are not happy enough with the measures and characteristics got from tests. We would like to 
get more precise and so called absolute (dynamic) characteristics regarding risk and dependability. That is 
why we have been looking for new approaches and methods suitable for this purpose. One of the most 
appropriate seems to be the Markov analysis. Beyond of dynamic characteristics we also need to know the 
potential risk level in case of unexpected event occurrence both during training phase and during real 
deployment while completing a mission. 

If we talk about dynamic dependability and risk characteristics we take into account those events 
which have the major impact onto vehicle’s function – a failure. The only failures we assess are the failures 
from internal reasons. We do not count the possible failures caused by external reasons – in case of battle 
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vehicles caused by hit or attack while performing a mission. In following parts we deal with all above 
mentioned issues.  
 
 

2. RISK ON BATTLE FIELD AND ITS ASSESSMENT 

 
In our lives we can recognise and we know plenty of circumstances which may generate existence of a 

risk. As we talk about a risk we subconsciously feel something wrong, negative, and unpleasant. We feel 
endanger or possible a hazard, endanger, jeopardy, imperilment, etc. The more we know about risk and its 
fractions the harder we cope with it/them. In some situations we can not do anything else than get used it. In 
another cases we may avoid it, reduce it or ignore it. There are many ways how to observe a risk and how to 
handle with it. The whole discipline dealing with risk has the name “Risk management” and its fragments 
have the crucial importance for us. Due to dealing with military battle vehicles we have to recognise a bit 
more than standard risk spectrum – risk profile we usually see regarding civilian vehicles. As the battle 
vehicles have to perform their mission in very difficult environment under very adverse conditions the 
spectrum of possible impacts is very high. We talk about sources of risk. A battle vehicle has the potential to 
be in collaboration with more than one source of risk both internal and external. It does not really matter if 
the vehicle carries out training or if it is in real deployment. Of course the real deployment may bring more 
consequences in case of an event occurrence. A failure in training does not need to be necessarily as crucial 
as in case of real mission. A failure occurrence either in training or in real mission puts the vehicle into 
involuntary situation which is raised due to military tasks it has to fulfil. Due to very high possibility to be 
immediately attacked in the battle the risk arisen is also very high. Regarding the above mentioned we use 
following description of risk for further work. 

Let it exists a certain source of risk, either tangible (environment, object, human being) or intangible 
(activity). This source can have both positive, but as in our case also negative impact to its surroundings 
(other tangible or intangible elements). The existence of this impact is not always so important. The 
existence of such risk (i.e. negative impact) becomes important only when its impact or importance results 
from an interaction, which exists between an element (individual, group, technical object or activity) and a 
source (environment or activity). 

In this moment it is necessary to realize that risk as such does not exist, if there is no interaction 
between the source of risk and object (element) that has a certain relationship to this source. It is necessary 
to take into account that interaction can also have various forms. It may be, for example, a voluntary, 
involuntary, random, intentional, etc. interaction. The effect of these impacts can be attributed especially to 
an environment, in which the object occurs during its existence. Any such impacts shall be generally called 
area of risk. 

The important and integral part of all analyses will be precise, quality and sufficient identification of 
just this source of risk. Without this source we can hardly deal with a risk in a qualified way. Regarding to 
these facts we may understand that risk can be assessed both qualitatively and quantitatively (of course in 
both cases as well). Basic expressions which put risk into commonly understandable form and which enables 
us further dealing with risk are as follows. First and very well known (nowadays classical) description in 
form of an equation which may serve both for qualitative and quantitative assessment is as follows: 
 

CPR ×=           (1) 
 
Where:  R – Risk; 
  P – Probability; 
  C – Consequences. 

This expression allows us to carry out both qualitative and quantitative assessments. Problem is that 
we do not have any numerical expressions with physical unit. 

Second very well known form for risk expression is following formula: 
 

[ ]unitE
M

CPR ×
×

=          (2) 
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Where:  R – Risk; 
  P – Probability; 
  M – Measures; 
  E – Exposition.  

This expression allows us also to carry out both qualitative and quantitative assessments. Very big 
advantage is that we may have physical units related to risk for further analysis. 

For every element of the above mentioned equations are more or less clear procedures for their 
determination. We have to understand that the risk assessment as part of risk management is subdivided into 
two possible ways. In terms of finding solution we either talk about “Logic (sometimes determination) 
Access” or “Probabilistic Access”. In case of probability is the situation more than clear. Although in the 
English speaking countries we have to distinguish between the terms “Probability” and “Likelihood” the 
determination is clear enough. In case of exposition we do not have to discus very much the possibility for 
unit and function determination. We may expect problems in terms of measures or consequences 
determination. Such decisions are more or less based onto expert expressions. The way is not necessarily bad 
but it does not give us the possibility to validate or verify a statement made. 

From this point of view we recommend using new progressive forms and procedures for measures and 
consequences determination as well as from our historical experience. As we very often work with language 
and qualitative measures which are consequently somehow connected to scales (numerical expressions of 
qualitative expressions) we would like to be sure enough that our decision was not bad and in same 
circumstances under same conditions one day latter will be made in the same way. Theory of fuzzy 
probability and fuzzy logic seems to suit to this purpose very well. For more details how to solve such an 
issue see [6] or []. 

From the risk assessment point of view regarding military battle equipment we may be confronted 
both with two known ways of stochastic distributions. We use for the random variable description 
distributions known as the counting and the continuous. Both of them have their importance and place both 
in terms of observed item and consequently risk/dependability analysis. As we want to know the so called 
absolute/dynamic characteristics regarding observed item we have to distinguish between both of them in the 
Markov´s analysis as well. The detailed description of both of them follows.  
 
 
3. COUNTING DISTRIBUTION OF OBSERVED VARIABLE AND DEPENDABILITY 

 
Based onto part describing risk assessment above we now have been looking for expression of object 

behaviour. Such behaviour will give us appropriate picture about real conditions of the object and will allow 
us to prepare possible mission scenario with such object. From mathematical point of view we may 
distinguish between two ways of observing object behaviour. Such as behaviour is based onto measures and 
characteristics used. In this part we would like to describe a possible way for dependability assessment of 
complex technical system which is represented by counting value in case of observed variable related to a 
failure. We know the basic characteristics and measures related to object. Also in this case – solving the issue 
related to counting variable – we use the Markov analysis for getting several characteristics of dynamic 
dependability. From the “good example” reasons we have chosen automatic cannon which shoots using 
rounds. Is a failure on a round occurs the part restoration system allows to re-charge faulty round with a new 
one. We talk about partial repair. The system may basically stay in two states as described bellow using 
scenarios for their description.  

The mission is completed. In the first case there can be a situation when all the ammunition of a 
certain amount which is placed in an ammunition belt is used up and a round failure occurs or it is used up 
and a round failure does not occur. In this case a backup system of pyrotechnic cartridges is able to reverse a 
system into an operational state. Using up can be single, successive in small bursts with breaks between 
different bursts, or it might be mass using one burst. Shooting is failure free or there is a round failure 
occurrence n. In case a round failure occurs, a system which restores a function of pyrotechnic cartridges is 
initiated. 

There are two scenarios too – a system restoring a pyrotechnic cartridges function is failure free, or a 
pyrotechnic cartridge fails. 
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If a function of pyrotechnic cartridges is applied, it can remove failure m-times. So a number of 
restorations of the function is the same as the number of available pyrotechnic cartridges. In order to 
complete the mission successfully we need a higher amount of pyrotechnic cartridges m, or in the worst case 
the number of pyrotechnic cartridges should be equal to a number of failures. 

Another alternative is the situation that a round fails and in this case a pyrotechnic cartridge fails too. 
A different pyrotechnic cartridge is initiated and it restores the function. This must satisfy the requirements 
that an amount of all round failures n is lower or at least equal to a number of operational (undamaged) 
pyrotechnic cartridges m. 

The mission is completed in all the cases mentioned above and when following a required level of 
readiness of a block A. 

 
The mission is not completed. In the second case the shooting is carried out one at a time, in small 

bursts or in one burst, and during the shooting there will be n round failures. At the time the failure occurs a 
backup system for restoring the function will be initiated. Unlike the previous situation there will be m 
pyrotechnic cartridges´ failures and a total number of pyrotechnic cartridges´ failures equals at least a 
number of round failures, and is equal to a number of implemented pyrotechnic cartridges M at the most. It 
might happen in this case that restoring of the function does not take place and the mission is not completed 
at the same time because there are not enough implemented pyrotechnic cartridges.  

The relation of transition among the states can be expressed by the theory of Markov chains. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 Picture 1: Description of transitions among the states 
 
Characteristics of the states:  
0 state: An initial state of an object until a round failure occurs with a probability function of a round 

P(B). It is also a state an object can get with a pyrotechnic cartridge probability P(C) in case 

a round failure occurs ( ) ( )BPBP −=1 , or P(C| B ) = 
)B(P

)BC(P ∩ . 

m1…mm state: A state an object can get while completing the mission. Either a round failure occurs in 
probability ( ) ( )BPBP −=1 , or there is a pyrotechnic cartridge failure in probability 
( ) ( )CPCP −=1 . 

1 state: A state an object can get while completing the mission. It is so called an absorption state. 
Transition to the state is described as probability ( ) ( )CPCP −=1  of a failure of last 
pyrotechnic cartridge as long as an object was in a state  „kn“ before this state, or it can be 
described as probability of a round failure occurrence ( ) ( )BPBP −=1  as long as an object 
was in a state 0 before this state and all pyrotechnic cartridges are eliminated from the 
 possibility to be used. 

 
Transitions among different states as well as absolute probability might be put in the following formulae: 

( ) ( ) ( ) ( ) ( ) ( )0000 1321
0

nkkkk CP...CPCPCPBPP +++++=      (3) 

0 1m

P(C)  

m2 
…

1 - P(C) 1 - P(B)  

mm 

1 - P(C)  1 - P(C)  

P(C)  

1P(B)  1 - P(B)  
1 - P(B)  

1 - P(B)  

P(C)  

1. An alternative of a function when the mission is 
completed. 

2. An alternative of a 
function when the 
mission is not 
completed.
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( ) ( )BPmP −=11          (4) 
( ) ( )( ) ( )( )CPBPmP m −+−= 11         (5) 
( ) 11 =P                        (6) 

Transition probabilities are described using matrix of transition probabilities P  

⎥
⎦

⎤
⎢
⎣

⎡
=

1110

0100

pp
pp

P          (7) 

The arrows in picture 1 describe that the transition probability may occur with positive value. If we 
know the form of transition probability matrix P  and original initial distribution of variable pi(0) than we 
can express the absolute probability of random variable pi(n) as follows: 

∑
∈

=
Ik

kiki ),n(p)(p)n(p 0  i ∈ I       (8) 

This formula is possible to be expressed also in matrix form as follows: 
 

n
P)(P)n(P 0=          (9) 

 
We might describe the behaviour of the item in stationary state in terms of probability using limit 

probabilities pj defined as follows: 
 

),n(plimp ijnj
→∞

=  j ∈ I                 (10) 

 
The importance of limit probabilities lies in expressing of weakening of initial conditions. With help 

of this statement we can get quiet exact picture about behaviour of our item observed. We are either happy 
enough to know that after going off the initial condition the item will with stay in one state with certain 
probability. Or we may use the help of absolute probabilities and to determine in which state the item will be 
after going off specific number of some measured units. This ways allows us to get the dynamic (in time) 
picture about the object observed. 
 
 

4. CONTINUOUS DISTRIBUTION OF OBSERVED VARIABLE AND DEPENDABILITY 

 
As we described the counting variable regarding the observed item above we also may use the 

continuous variable for getting a picture about the object behaviour. We are looking for random function NF 
X(t), where X(t) gets values from set I={0,1,2}. We call the items from set I as the states of observed 
process. If the parameter involved (time for instance) t = <0,∞), than we call the random function NF X(t) as 
Markov´s chain with continuous parameter. We also call such a chain homogenous if following formula is 
valid: 

  
pij(s,t) = pij (0,s-t) = pij(t-s); s < t.                (11) 

         
It is clear from above mentioned formula that the transition probabilities among each states are 

dependent on difference of arguments t-s and are independent on arguments t and s selves. Such a model is 
valid for those items and systems which are not capable to perform any operation even in reduced mode 
when a failure occurs. From the states point of view they immediately transfer from state “0” – operating 
state to state “1” – disabled state. This form is the most frequently used and for those items or systems with 
partial performance capabilities is extended of at least one mean state. Items or systems behaving in this way 
are not very suitable for us due to potential danger of complex inability to perform any function in case of 
failure. The transitions among states might be described either using probabilities or rates (as displayed 
bellow). The transitions among states might be any and the model has following form: 
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As well as in the previous part with counting parameter we use the same description for states. The 

assignment “0” means that the item/system is in operating state and the assignment “1” means that the 
item/system is in disabled state. Such a description may be applied on different completes (e.g. vehicles) 
systems (e.g. weapon system) or subsystems (e.g. engine) in frame of military equipment. We are also able to 
create plenty of different scenarios for each state description. 
 
For transition rate is valid this form: 
For i = 0 and  j = 1 than it will be: 

)X(EMTBF
q

P
ij

11
== ,        (12) 

where PE (MTBF – Mean Time Between Failures) – is the mean value of time to failure and i∈{0;1}, 
j∈{0;1}, whereas j ≠ i.  
 
For i = 1 and j = 0 than it will be: 

)x(EMTTR
q

O
ji

11
== ,        (13) 

where OE (MTTR – Mean Time To Reparation) – is the mean value of time to repair and i = 0, j = 1. 
We presume following apart of above mentioned mathematical notations. The following formula is valid for 
the Markov´s chain with continuous parameter. We define the transition rate as follows. Lets have h which 
denotes an increment of the argument t, than value qij where  

qij = ,
h

)h(p
lim ij

h ∞→
 for i ≠ j       (14) 

whereas pij denotes transition probability from state iinto state j during an interval with length h, than we call 
the value qij as transition probability from state i into state j. Using formula (14) the following is also valid: 

pij(h) ≈ qij.h.         (15) 
 

If the pii(h) denotes transition probability from state i into state j during a time interval t, than we call the 
value qi, where 

qi = 
h

)t(plim ii
h

−
∞→

1 , zde pokládáme qi = -qii,     (16) 

 
as transition rate from state i. Using formula (15) the following form is also valid: 

pii(h)≈1-qi.h.         (17) 
 
Values qi and qij also fulfil condition:  

 
qi = ,qij

ij,Ij ≠∈
∑  for all i ∈ I,       (18) 

where I is a set of states considered I∈{0;1;2;…} 
We also would like to introduce the equations for transition probabilities calculation. The forms are as 

follows:  
 

0 1 

q00 q01 q11 

q10 
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,q).t(p)t(p kjik
Ik

ij
∈
∑=′       for i,j ∈I.      (19) 

We also would like to introduce the equation system for absolute probabilities calculation. The forms 
are as follows: 

kik
Ik

i q).t(p)t(p
∈
∑=′ ,        kde i∈I.      (20) 

 
It is necessary to know the particular transition rates among states for exact calculation above 

mentioned differential equations. These equations are to give us exact information about the system and 
especially in what time the system will be in a particular state. 

We see as suitable using the theory of “Inherent availability of complex system composed from 
many mutually independent components” for each measures (like the transition rate for instance) 
calculation. The results of these differential equations will give us the transition probabilities as well as the 
absolute probabilities for expressing what time the system will be in what state. Such a piece of information 
is exactly well related with the dynamic dependability measures. Our decision making would be much harder 
without this kind of information. That is why we do appreciate such as procedures for dynamic dependability 
indication especially regarding military vehicles. 
 
 
5. CONCLUSION 

 
This paper describes the procedures which are suitable for dynamic risk/dependability characteristics 

assessment. We have been desperately looking for new and progressive methods which allow us to get more 
precise view on military (battle) equipment. The more information about such as equipment we have the 
more successful the possible deployment might be. 

One of things we have to take into account and not appear like it does not interest us is risk. The risk is 
very high both in training time and in real deployment as well as the risk profile. The first part of the paper 
deals with the basic understanding of risk and elementary formulas for its expression. The following parts 
show the dynamic dependability assessment and investigation both for counting and for continuous 
situations. We need to be aware using each procedure and respect each conditions in particular procedure. 

Both of procedures shown above have been proved in frame of the Czech Armed Forces on respective 
equipment. In these examples has been confirmed the ability of mathematical procedures to express the 
system behaviour in terms of the dynamic dependability. The results were corresponding with reality as well 
as with our expectations. 
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