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Introduction to the book

Operational Risk Management is becoming a key competency for organisations in all industries. Financial institutions,
regulated by the Basel II accord, need to address it systematically since their level of implementation affects their
capital requirements, one of their major operational expenses. Health organisations have been tackling this challenge for
many years. The Institute of Medicine reported in 2000 that 44,000 - 98,000 patients die each year in the US as a result
of medication errors, surgical errors and missed diagnoses, at an estimated cost to the US economy of $17-$29 billion.
Operational risks affect large organisations as well as Small and Medium-sized Enterprises (SMEs) in virtually all
industries, from the oil and gas industry, to hospitals, from education to public services.

This multi-author book is about tracking and managing operational risks using state-of-the-art technology that combines
the analysis of qualitative, semantic, unstructured data with quantitative data. The examples used are mostly from
information technology but the approach is general. As such, the book provides knowledge and methods that can have a
substantial impact on the economy and quality of life.

The book has four main parts. Part I is an introduction to Operational Risk Management, Part II deals with data for
Operational Risk Management and its handling, Part III covers operational risks analytics and Part IV concludes the
book with several applications and a discussion on how Operational Risk Management integrates with other disciplines.
The fourteen chapters and the book layout are listed below with short descriptions.

Part I: Introduction to Operational Risk Management

This first part of the book is introductory with a review of modern risk management in general and a presentation of
specific aspects of Operational Risk Management issues.

Chapter 1: Risk Management: A general view (R. Kenett, R. Pike and Y. Raanan)
The chapter introduces the concepts of risk management and positions Operational Risk Management within the overall
risk management landscape. The topics covered include definitions of risks, aspects of information quality and a
discussion of state of the art Enterprise Risk Management. The organizations we have in mind are financial institutions
implementing Basel II regulations, industrial companies developing, manufacturing and delivering products and
services, health care services and others with exposure to risks with potential harmful effects. The chapter is meant to be
a general introduction to risk management and a context setting background for the thirteen other chapters of the book.

Chapter 2: Operational Risk Management: An overview (Y. Raanan, R. Kenett and R. Pike)
The chapter introduces the general concepts of Operational Risk Management in the context of the overall risk
management landscape. Section 2 provides a definition of Operational Risk Management, Section 3 covers the key
techniques of this important topic, Section 4 discusses Statistical models and Section 5 covers several measurement
techniques for assessing operational risks. The final section summarizes the chapter and provides a roadmap for the
book.
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Part II: Data for Operational Risk Management and its Handling

Operational Risk Management relies on diverse data sources, and the handling and management of this data requires
novel approaches, methods and implementations. This part is devoted to these concepts and their practical applications.
The applications are based on case studies that provide practical, real examples for the practitioners of Operational Risk
Management.

Chapter 3: Ontology based modelling and reasoning in operational risks (C. Leibold, H-U.
Krieger and M. Spies)

The chapter discusses design principles of operational risk ontologies for handling semantic unstructured data in
Operational Risk Management (OpR). In particular, we highlight the contribution of ontology modelling to different
levels of abstraction in OpR. Realistic examples from the MUSING project (MUSING, 2006) and application domain
specific ontologies are provided. We draw a picture of axiomatic guidelines that provides a foundation for the
ontological framework and refers to relevant reporting and compliance standards and generally agreed best practices.

Chapter 4: Semantic analysis of textual input (H. Saggion, T. Declerck, and K. Bontcheva)
Information Extraction is the process of extracting from text specific facts in a given target domain. The chapter gives
an overview of the field covering components involved in the development and evaluation of information extraction
system such as parts of speech tagging or named entity recognition. The chapter introduces available tools such as the
GATE system and illustrate rule-based approaches to information extraction. An illustration of information extraction in
the context of the MUSING project is presented.

Chapter 5: A case study of ETL for operational risks (V. Grossi and A. Romei)
Integrating both internal and external input sources, filtering them according to rules, and finally merging the relevant
data are all critical aspects of business analysis and risk assessment. This is especially critical when internal loss data is
not sufficient for effective calculation of risk indicators. The class of tools responsible for these tasks is known as
Extract, Transform and Load (ETL). The chapter reviews state-of-the-art techniques in ETL and describes an
application of a typical ETL processes in the analysis of causes of operational risk failures. In particular, it presents a
case study in information technology operational risks in the context of a telecommunication network, highlighting the
data sources, the problems encountered during the data merging, and finally the solution proposed and implemented by
means of ETL tools.

Chapter 6: Risk based testing of web services (X. Bai and R. Kenett)
A fundamental strategy for mitigating operational risks in Web Services and software systems in general is testing.
Exhaustive testing of Web Services is usually impossible due to unavailable source code, diversified user requirements
and the large number of possible service combinations delivered by the open platform. The chapter presents a risk-
based approach for selecting and prioritizing test cases to test service-based systems. The problem addressed is in the
context of semantic web services. Such services introduce semantics to service integration and interoperation using
ontology models and specifications like OWL-S. They are considered to be the future in WWW evolution. However,
due to typically complex ontology relationships, semantic errors are more difficult to detect, as compared to syntactic
errors. The models describe in the chapter analyze semantics from various perspectives such as ontology dependency,
ontology usage and service workflow, in order to identify factors that contribute to risks in the delivery of these
services. Risks are analyzed from two aspects: failure probability and importance, and three layers: ontology data,
specific services and composite services. With this approach, we associate test cases to the semantic features and
schedule test execution on the basis of risks of their target features. Risk assessment is then used to control the process
of Web Services progressive group testing, including test case ranking, test case selection and service ruling out. The
chapter presents key techniques used to enable an effective adaptation mechanism: adaptive measurement and
adaptation rules. As a statistical testing technique, the approach aims to detect, as early as possible, the problems with
highest impact on the users. A number of examples are used to illustrate the approach.

Part III: Operational Risks Analytics

The data described in Part II requires specialized analytics in order to become information and in order for that
information to be turned, in a subsequent phase of its analysis, into knowledge. These analytics will be described here.

Chapter 7: Scoring models for operational risks (P. Giudici)
The chapter deals with the problem of analyzing and integrating qualitative and quantitative data. In particular it shows
how, on the basis of the experience and opinions of internal company “experts”, a scorecard is derived producing a
ranking of different risks and a prioritized list of improvement areas and related controls. Scorecard models represent a
first step in risk analysis. The chapter presents advanced approaches and statistical models for implementing such
models.



Chapter 8: Bayesian merging and calibration for operational risks (S. Figini)
According to the Basel II accord, banks are allowed to use the Advanced Measurement Approach (AMA) option for the
computation of their capital charge covering operational risks. Among these methods, the Loss Distribution Approach
(LDA) is the most sophisticated one. It is highly risk sensitive as long as internal data is used in the calibration process.
Given that, LDA is more closely related to the actual risks of each bank. However it is now widely recognized that
calibration on internal data only is not enough for computing accurate capital requirements. In other words, internal data
should be supplemented with external data. The goal of the chapter is to provide a rigorous statistical method for
combining internal and external data and ensure that merging both databases results in unbiased estimates of the
severity distribution.

Chapter 9: Measures of association applied to operational risks (R. Kenett and S. Salini)
Association rules are a basic analysis tools for unstructured data such as accident reports, call centres recordings and
CRM logs. Such tools are commonly used in basket analysis of shopping carts for identifying patterns in consumer
behaviour. The chapter shows how association rules are used to analyze unstructured operational risk data in order to
provide risk assessments and diagnostic insights. We present a new graphical display of association rules that permits
effective clustering of associations with a novel interest measure of association rule called the Relative Linkage
Disequilibrium.

Part IV: Operational Risk Applications and its Integration with other Disciplines

Operational Risk Management is not a stand-alone management discipline. This part of the book demonstrates how
Operational Risk Management relates to other management issues and Intelligent Regulatory Compliance.

Chapter 10: Operational Risk Management beyond AMA: New ways to quantify non recorded
losses (G. Aprile, A. Pippi and S. Visinoni)

A better understanding of the impact of IT failures on the overall process of Operational Risk Management can be
achieved not only by looking at the risk events with a bottom line effect, but also drilling down to consider the potential
risks in terms of missed business opportunities and/or near losses. Indeed, for banking regulatory purposes, only events
which are formally accounted for in the books are considered when computing the operational capital at risk. Yet, the
“hidden” impact of operational risks is of paramount importance under the implementation of the Pillar 2 requirements
of Basel II which expands the scope of the analysis to include reputation and business risk topics. This chapter presents
a new methodology in Operational Risk Management that addresses these issues. It helps identify multiple losses,
opportunity losses and near misses, and quantifies their potential business impact. The main goals are: 1) to reconstruct
multiple-effect losses, which is compliant with Basel II requirements and 2) to quantify their potential impact due to
reputation and business risks (opportunity losses) and low level events (near misses), which is indeed a possible
extension to Basel II Advanced Measurement Approach (AMA). As a consequence, the proposed methodology has an
impact both on daily operations of a bank and at the regulatory level, by returning early warnings on degraded system
performance and by enriching the analysis of the risk profile beyond Basel II compliance.

Chapter 11: Combining operational risks in financial risk assessment scores (M. Munsch, S.
Rohe and M. Jungemann-Dorner)

The chapter’s central thesis is that efficient financial risk management must be based on an early warning system
monitoring risk indicators. Rating and scoring systems are tools of high value for proactive credit risk management and
require solid and carefully planned data management. We introduce a business retail rating system based on the
Creditreform solvency index which allows a fast evaluation of a firm’s credit worthiness. Furthermore we evaluate the
ability of quantitative financial ratings to predict fraud and prevent crimes like money laundering. This practice oriented
approach identifies connections between typical financing processes, operational risks and risk indicators, in order to
point out negative developments and trends, enabling those involved to take remedial actions in due time and thereby
reverse these trends.

Chapter 12: Intelligent Regulatory Compliance (M. Spies, R. Gubser and M. Schacher)
In view of the increasing needs for regulation of international markets many regulatory frameworks are being defined
and enforced. However, the complexity of the regulation rules, frequent changes and differences in national legislations
make it extremely complicated to implement, check or even prove regulatory compliance of company operations or
processes in a large number of instances. In this context, the Basel II framework for capital adequacy (soon to evolve to
Basel III) is currently being used for defining internal assessment processes in banks and other financial services
providers. The chapter shows how recent standards and specifications related to business vocabularies and rules enable
Intelligent Regulatory Compliance (IRC). By IRC, we mean semi-automatic or fully automated procedures that can
check business operations of relevant complexity for compliance against a set of rules that express a regulatory
standard. More specifically, the BMM (Business Motivation Model) and SBVR (Semantics of Business Vocabularies
and business Rules) specifications by the Object Management Group (OMG) provide a formal basis for representing
regulation systems in a sufficiently formal way to enable IRC of business processes. Besides the availability of
automatic reasoning systems, IRC also requires semantics enabled analysis of business service and business



performance data such as process execution logs or trace data. The MUSING project contributed several methods of
analysis to the emerging field of IRC (MUSING, 2006). The chapter discusses standards and specifications for business
governance and IRC based on BMM and SBVR.

Chapter 13: Democratization of enterprise risk management (P. Lombardi, S. Piscuoglio, R. Kenett, Y. Raanan
and  M. Lankinen)
The chapter highlights the interdisciplinary value of the methodologies and solutions developed for semantically-
enhanced handling of operational risks. The three domains dealt with are Operational Risk Management, Financial Risk
Management and Internationalisation. These areas are usually treated as ‘worlds apart’ because of the distance of the
players involved, from financial institutions to Public Administrations, to specialised consultancy companies. This
proved to be a fertile common ground, not only for generating high value tools and services, but also for a
“democratised” approach to risk management, a technology of great importance to SMEs worldwide.

Chapter 14: Operational risks, quality, accidents and incidents (R. Kenett and Y. Raanan)
This concluding chapter presents challenges and directions for Operational Risk Management. The first section provides
an overview of a possible convergence between risk management and quality management. The second section is based
on a mapping of uncertainty behaviour and decision making processes due to Taleb (2007). This classification puts into
perspective so called "Black Swans", rare events with significant impact. The third section presents a link between
management maturity and the application of quantitative methods in organisations. The fourth section discusses the link
between accidents and incidents and the fifth section is a general case study from the oil and gas industry. This
illustrates the applicability of Operational Risk Management to a broad range of industries. A final summary section
discusses challenges and opportunities in operational risks. Throughout Chapter 14 we refer to previous chapters in
order to provide an integrated view of the material contained in the book.

The book presents state of the art methods and technology and concrete implementation examples. Our main objective
is to push forward the Operational Risk Management envelope in order to improve the handling and prevention of risks.
We hope that this work will contribute, in some way, to organisations who are motivated to improve their Operational
Risk Management practices and methods with modern technology. The potential benefits of such improvements are
immense.
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Risk management:
a general view
Ron S. Kenett, Richard Pike and Yossi Raanan

1.1 Introduction
Risk has always been with us. It has been considered and managed  since the
earliest civilizations began. The Old Testament describes how, on the sixth day
of creation, the Creator completed his work and performed an ex post risk assess-
ment to determine if further action was needed. At that point in time, no risks
were anticipated since the 31st verse of Genesis reads ‘And God saw every thing
that he had made, and, behold, it was very good’ (Genesis 1: 31).

Such evaluations are widely conducted  these days to determine risk levels
inherent in products and processes, in all industries and services. These assess-
ments use terms such as ‘probability or threat of a damage’, ‘exposure to a loss
or failure’, ‘the possibility  of incurring loss or misfortune’.  In essence, risk is
linked to uncertain events and their outcomes. Almost a century ago, Frank H.
Knight proposed the following definition:

Risk is present where future events occur with measureable
probability.

Quoting more from Knight:

Uncertainty must be taken in a sense radically distinct from the famil-
iar notion of risk, from which it has never been properly separated . . . .

Operational Risk Management: A Practical Approach to Intelligent Data Analysis
Edited by Ron S. Kenett and Yossi Raanan
© 2011 John Wiley & Sons Ltd.  ISBN: 978-0-470-74748-3
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The essential fact is that ‘risk’ means in some cases a quantity
susceptible of measurement, while at other times it is something dis-
tinctly not of this character; and there are far-reaching and crucial
differences in the bearings of the phenomena depending on which
of the two is really present and operating . . . . It will appear that a
measurable uncertainty, or ‘risk’ proper, as we shall use the term, is
so far different from an unmeasurable one, that it is not in effect an
uncertainty at all’.

(Knight, 1921)

According to Knight, the distinction between risk and uncertainty is thus a mat-
ter of knowledge. Risk describes situations in which probabilities are available,
while uncertainty refers to situations in which the information is too imprecise
to be summarized by probabilities. Knight also suggested that uncertainty can be
grasped by an ‘infinite intelligence’ and that to analyse these situations theoreti-
cians need a continuous increase in knowledge. From this perspective, uncertainty
is viewed as a lack of knowledge about reality.

This separates ‘risk’ from ‘uncertainty’ where the probability of future events
is not measured. Of course what are current uncertainties (e.g. long-range weather
forecasts) may some day become risks as science and technology make progress.

The notion of risk management is also not new. In 1900, a hurricane and flood
killed more than 5000 people in Texas and destroyed the city of Galveston in less
than 12 hours, materially changing the nature and scope of weather prediction
in North America and the world. On 19 October 1987, a shock wave hit the US
stock market, reminding all investors of the inherent risk and volatility  in the
market. In 1993, the title of ‘Chief Risk Officer’ was first used by James Lam,
at GE Capital, to describe a function to manage ‘all aspects of risk’ including
risk management, back-office operations, and business and financial planning.
In 2001, the terrorism of September 11 and the collapse of Enron reminded the
world that nothing is too big to collapse.

To this list, one can add events related to 15 September 2008, when Lehman
Brothers announced that it was filing  for Chapter 11 bankruptcy protection.
Within days, Merrill Lynch announced that it was being sold to rival Bank of
America at a severely discounted  price to avert its own bankruptcy. Insurance
giant AIG, which had previously received an AAA bond rating (one of only six
US companies to hold an AAA rating from both Moody’s and S&P) stood on
the brink of collapse. Only an $85 billion government bailout saved the company
from experiencing the same fate as Lehman Brothers. Mortgage backers Fannie
Mae and Freddie Mac had previously been put under federal ‘governorship’, to
prevent the failure of two major pillars in the US mortgage system. Following
these events, close to 1000 financial institutions have shut down, with losses up
to $3600 billion.

The car industry has also experienced such events. After Toyota announced
a recall of 2.3 million US vehicles on 21 January 2010, its shares dropped 21%,
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wiping out $33  billion of the company’s market capitalization. These widely
publicized events keep reinvigorating risk management.

The Food and Drug Administration, National Aeronautics and Space Admin-
istration, Department of Defense, Environmental Protection Agency, Securities
and   Exchange Commission and   Nuclear Regulatory Commission, among
others, have all being implementing  risk management for over a decade. Some
basic references that form the basis for these initiatives include: Haimes (2009),
Tapiero (2004), Chorafas (2004), Ayyub (2003), Davies (1996) and Finkel and
Golding (1994).

Risk management,  then, has long been a topic worth pursuing, and indeed
several industries are based on its successful applications, insurance companies
and banks being the most notable. What gives this discipline enhanced atten-
tion and renewed prominence is the belief that nowadays we can do a better
job of it. This perception is based on phenomenal developments in the area of
data processing and  data analysis. The challenge is to turn ‘data’ into infor-
mation, knowledge and deep understanding  (Kenett, 2008). This book is about
meeting this challenge. Many of the chapters in the book are based on work con-
ducted in the MUSING research project.  MUSING stands for MUlti-industry,
Semantic-based next generation business  INtelliGence (MUSING, 2006). This
book is an extended outgrowth of this project whose objectives were to deliver
next generation knowledge management solutions and risk management services
by integrating Semantic Web and human language technologies and to com-
bine declarative rule-based methods and statistical approaches for enhancing
knowledge acquisition and reasoning. By applying innovative technological solu-
tions in research and development activities conducted from 2006 through 2010,
MUSING focused on three application areas:

1. Financial risk management. Development and validation  of next gener-
ation (Basel II and beyond) semantic-based business intelligence (BI)
solutions, with particular reference to credit risk management and access
to credit  for enterprises, especially small  and medium-sized enterprises
(SMEs).

2. Internationalization. Development and validation of next generation
semantic-based internationalization platforms supporting SME inter-
nationalization in the context of global competition   by identifying,
capturing, representing and localizing trusted knowledge.

3. Operational risk management. Semantic-driven knowledge systems for
operational risk measurement and mitigation, in particular for IT-intensive
organizations. Management of operational risks of large enterprises and
SMEs impacting positively on the related user communities  in terms of
service levels and costs.

Kenett and Shmueli (2009) provide a detailed exposition  of how data quality,
analysis quality and information quality are all required for achieving knowledge
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with added value to decision makers. They introduce the term InfoQ to assess
the quality of information derived from data and its analysis and propose several
practical ways to assess it. The eight InfoQ dimensions are:

1. Data granularity. Two aspects of data granularity are measurement scale
and data aggregation. The measurement scale of the data must be adequate
for the purpose of the study and. The level of aggregation of the data should
match the task at hand. For example, consider data on daily purchases
of over-the-counter medications at a large pharmacy.  If the goal of the
analysis is  to  forecast future inventory levels of different medications,
when restocking is done on a weekly basis, then we would prefer weekly
aggregate data to daily aggregate data.

2. Data structure. Data can combine structured quantitative data with unstruc-
tured, semantic-based data. For example, in assessing the reputation of an
organization one might  combine data derived from balance sheets with
data mined from text such as newspaper archives or press reports.

3. Data  integration. Knowledge is often spread out across multiple data
sources. Hence, identifying the different relevant sources, collecting the
relevant data and integrating the data directly affects information quality.

4. Temporal relevance. A data set contains information collected during a
certain period of time. The degree of relevance of the data to the current
goal at hand must be assessed. For instance, in order to learn about cur-
rent online shopping behaviours, a data set that records online purchase
behaviour (such as Comscore data, www.comscore.com) can be irrelevant
if it is even one year old, because of the fast-changing  online shopping
environment.

5. Sampling bias. A clear definition of the population of interest and how
a sample relates to that population is necessary in both primary and
secondary analyses. Dealing with sampling bias can be proactive or reac-
tive. In studies where there is control over the data acquisition design (e.g.
surveys), sampling schemes are selected to reduce bias. Such methods do
not apply to retrospective studies. However, retroactive measures such as
post-stratification weighting, which are often used in survey analysis, can
be useful in secondary studies as well.

6. Chronology of data and goal. Take, for example, a data set containing
daily weather information for a particular city for a certain period as well
as  information on  the air  quality index (AQI) on those days. For the
United States such data is publicly available from the National Oceanic
and Atmospheric Administration  website (www.noaa.gov). To assess the
quality of the information contained in this data set, we must consider the
purpose of the analysis. Although AQI is widely used (for instance, for
issuing a ‘code red’ day), how it is computed is not easy to figure out.
One analysis goal might therefore be to find out how AQI is computed

www.comscore.com
www.noaa.gov
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from weather data (by reverse engineering). For such a purpose, this data
is likely to contain high-quality information. In contrast, if the goal is
to predict future AQI levels, then the data on past temperatures contains
low-quality information.

7. Concept operationalization. Observable data  is an operationalization of
underlying concepts. ‘Anger’ can be measured via a questionnaire or by
measuring blood pressure; ‘economic prosperity’ can be measured via
income or by unemployment  rate; and ‘length’ can be measured in cen-
timetres or in inches. The role of concept operationalization is different
for explanatory, predictive and descriptive goals.

8. Communication and data visualization. If  crucial information does not
reach the right person at the right time, then the quality of information
becomes poor. Data visualization is also directly related to the quality of
information. Poor visualization can lead to degradation of the information
contained in the data.

Effective risk management necessarily requires high InfoQ. For more on infor-
mation quality see Guess (2000), Redman (2007) and Kenett (2008).

We are seeking knowledge and require  data in order to start the chain of
reasoning. The potential  of data-driven knowledge generation is endless when
we consider both the increase in computational power and the decrease in com-
puting costs. When combined with essentially inexhaustible  and fast electronic
storage capacity, it seems that our ability to solve the intricate problems of risk
management has stepped up several orders of magnitude higher.

As a result, the position of chief risk officer (CRO) in organizations is gaining
popularity in today’s business world. Particularly after the 2008 collapse of the
financial markets, the idea that risk must be better managed than it had been
in the past is now widely accepted (see Kenett, 2009). Still, this position is not
easy to handle properly. In a sense it is a new version of the corporate quality
manager position which was popular in the 1980s and 1990s. One of the prob-
lems inherent in risk management is its almost complete lack of glamour. Risk
management done well is treated by most people like electric power or running
water – they expect those resources to be ever present, available when needed,
inexpensive and requiring very little management attention. It is only when they
are suddenly unavailable that we notice them. Risks that were well managed did
not materialize, and their managers got little attention. In general, risk manage-
ment positions provide no avenues to corporate glory. Indeed, many managers
distinguish themselves in times of crisis and would have gone almost completely
unnoticed in its absence. Fire fighting is still a very prevalent management style.
Kenett et al. (2008) formulated the Statistical Efficiency Conjecture that stipulates
that organizations exercising fire fighting, as opposed to process improvement of
quality by design, are less effective in their improvement initiatives.  This was
substantiated  with 21 case studies which were collected and analysed to try to
convince management that prevention is carrying significant rewards.
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An example of  this phenomenon is  the sudden glory bestowed on Rudy
Giuliani, the former Mayor of New York City, because of his exceptional crisis
management in the aftermath of the September  11 terrorist attack on the twin
towers. It was enough to launch his bid for the presidency (although not enough,
apparently, to get him elected to that office or even to the post of Republican
candidate). Had the attacks been avoided, by a good defence intelligence orga-
nization, he would have remained just the Mayor of New York City. The people
who would have been responsible for the prevention would have got no glory
at all, and we might even never have heard about them or about that poten-
tial terrible threat that had been thwarted. After all, they were just doing their
job, so what is there to brag about? Another reason for not knowing about the
thwarted threat, valid also for business risk mitigation strategies, is not exposing
the methods, systems and techniques that enabled the thwarting.

Nonetheless, risk management is a critically important job for organizations,
much like vaccination programmes. It must be funded properly and given enough
resources, opportunities and management  attention to achieve concrete results,
since it can be critical to the organization’s survival. One should not embrace this
discipline only after disaster strikes. Organizations should endeavour to prevent
the next one by taking calculated, evidence-based, measured steps to avoid the
consequences of risk, and that means engaging in active risk management.

1.2 Definitions of risk
As a direct result of risk being a statistical distribution rather than a discrete
point, there are two main concepts in risk measurement that must be understood
in order to carry out effective risk management:

1. Risk impact . The impact (financial, reputational, regulatory, etc.) that will
happen should the risk event occur.

2. Risk likelihood . The probability of the risk event occurring.

This likelihood usually has a time period associated with it. The likelihood of an
event occurring during the coming week is quite different from the likelihood of
the same event occurring during the coming year. The same holds true, to some
extent, for the risk impact since the same risk event occurring in two different
points in time may result in different impacts. These differences between the vari-
ous levels of impact may even owe their existence to the fact that the organization,
realizing that the event might happen, has engaged actively in risk management
and, at the later of the two time periods, was better prepared for the event and,
although it could not stop it from happening, it succeeded in reducing its impact.

Other base concepts in the risk arena include:

• Risk event . An actual instance of a risk that happened in the past.

• Risk cause. The preceding activity that triggers a risk event (e.g. fire was
caused by faulty electrical equipment sparking).
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Risk itself has risk, as measures of risk often are subject to possible change and so
measures of risk will often come with a confidence level that tells the reader what
the risk of the risk measure is. That is, there may be some uncertainty about the
prediction of risk but of course this should never be a reason to avoid the sound
practice of risk management, since its application has  generated considerable
benefits even with less than certain predictions.

1.3 Impact of risk
In her book Oracles, Curses & Risk Among the Ancient Greeks , Esther Eidinow
shows how the Greeks managed risk by consulting oracles and placing curses on
people that affected their lives (Eidinow, 2007). She also posits that risk man-
agement is not just a way of handling objective external dangers but is socially
constructed and therefore, information  about how a civilization perceives risk,
provides insights into its social dynamics and view of the world. The type of risks
we are concerned with, at a given point in time, also provides insights into our
mindset. Specifically, the current preponderance  on security, ecological and IT
risks would make excellent research material for an anthropologist in 200 years.

This natural tendency to focus on specific types of risk at certain times causes
risk issues, as it is exactly the risks you have not been focusing on that can jump
up and bite you. In his book The Black Swan , Nassim Nicholas Taleb describes
events that have a very low probability of occurrence but can have a very great
impact (Taleb, 2007). Part of the reasons he gives for these unexpected events
is that we have not been focusing on them or their possibilities because of the
underlying assumptions we made about our environment (i.e. all swans are white).

It is also true that the impact of many  risk events is difficult to estimate
precisely,  since often one risk event triggers another, sometimes even a chain
reaction, and then the measurements tend to become difficult. This distribution of
the total impact of a compound event among its components is not of great impor-
tance during an initial analysis of risks. We would be interested in the whole, and
not in the parts, since our purpose is to prevent the impact. Subsequent,  finer,
analysis may indeed assign the impacts to the component parts if their happening
separately is deemed possible, or if it is possible (and desirable) to manage them
separately. A large literature exists on various aspects or risk assessment and
risk management. See for example Alexander (1998), Chorafas (2004), Doherty
(2000), Dowd (1998), Embrecht et al. (1997), Engelmann and Rauhmeier (2006),
Jorion (1997), Kenett and Raphaeli (2008), Kenett and Salini (2008), Kenett and
Tapiero (2009), Panjer (2006), Tapiero (2004) and Van den Brink (2002).

1.4 Types of risk
In order to mitigate risks the commercial world is developing holistic risk
management programmes and  approaches under the banner of enterprise risk
management (ERM). This framework aims to ensure that all types of risk are



RISK MANAGEMENT: A GENERAL VIEW 1
0

considered and attempts are made to compare different risk types within
one overall risk measurement approach. There are many ERM frameworks
available, but one of the most prevalent is the COSO ERM model created by
the Committee of Sponsoring Organizations of  the Treadway Commission.
This framework  categorizes  risks within the following  types: (1) financial, (2)
operational, (3) legal/compliance and (4) strategic.

It is within this framework that this book approaches operational risks. This
category is very broad and is present in, and relevant to, all industries and
geographies. It covers such diverse topics as IT security, medical malpractice
and aircraft maintenance.  This diversity means that there are many approaches
to measuring operational risk and all differ in terms of quantitative maturity and
conceptual rigour. One important scope  of the ‘operational’ category of risks
deals with risks that are associated with the operations of information and com-
munications technology (ICT). The reasons for this are that ICT is nowadays a
critical component in all enterprises, forming a layer of the business infrastruc-
ture, that attracts over half the capital investments of business and thus deserves
to be well managed. Moreover, ICT produces diagnostic data that makes tracking,
analysing and understanding risk events easier. This encourages getting insights
into the causes of risk events and improving their management. These aspects
of risk were the focus of the MUSING European Sixth Framework Programme
(MUSING, 2006).

1.5 Enterprise risk management
ERM is a holistic approach that views all the areas of risk as parts of an entity
called risk. In addition to the fact that the division of risks across the various
categories listed above requires tailored decisions, what one organization may
call strategic, may be considered operational in another.  The view is that the
classification into such areas is an important tool to help decompose a very large
problem into smaller pieces. However, all these pieces must be dealt with and
then looked at by a senior manager in order to determine which risks are dealt
with first, which later and which will currently be knowingly ignored or perhaps
accepted without any action to manage them.

The basic creed of ERM is simple: ‘A risk, once identified, is no longer a
risk – it is a management problem.’ Indeed, a telling phrase, putting the respon-
sibility and the accountability for risk management and its consequences right
where they belong – on the organization’s management. It is based on the real-
ization that the issue of what type a risk is – while relevant to the handling of
that risk – is totally immaterial when it comes to damages resulting from that
risk. Different types of risks may result in similar damages to the organization.

Therefore, the decomposition of risks into separate areas by their functional
root causes is no more than a convenience and not an inherent feature of risk. As
a result, all risk management efforts, regardless of their functional, organizational
or geographical attributes, should be handled together. They should not be treated
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differently just because of expediency or because some  functional areas have
‘discovered’ risk – sometime disguised by other terms – sooner than other areas.
For example, just because accounting deals with financial exposure does not
mean that risk management should  be subjugated to that functional area. For
example the fact that IT departments have been dealing with disaster recovery
planning (DRP) to their own installations and services does not mean that risk
management belongs in those departments. Risk management should be a distinct
activity of the organization, located organizationally where management and the
board of directors  deem best, and this activity should utilize the separate and
important skills deployed in each department – be it accounting, IT or any other
department – as needed.

1.6 State of the art in enterprise risk management
A well-established concept that has been deployed across different industries and
situations is the concept of three lines of defence. It consists of:

• The business . The day-to-day running of the operation and the front office.

• Risk and compliance . The continual monitoring of the business.

• Audit . The periodic checking of risk and compliance.

This approach has offered thousands  of organizations a solid foundation upon
which to protect themselves against a range of potential risks, both internal and
external. Some organizations adopted it proactively on their own, as part of
managing risk, and others may have had it forced upon them through regulators’
insistence on external audits.

Regardless of circumstance, the three lines of defence concept is reliable and
well proven, but it needs to be periodically updated. Otherwise, its ability to meet
the rigours of today’s market, where there is an increasing number of risks and
regulations, and an ever-increasing level of complexity, becomes outdated.

For the three lines of defence to succeed, the communication and relationship
between them needs to be well defined and coordination across all three lines
must be clearly established. This is not easy to accomplish. In the majority of
organizations, management of the various forms of risk – operational risk, com-
pliance risk, legal risk, IT risk, etc. – is carried out by different teams, creating
a pattern of risk silos. Each form of risk, or risk silo, is managed in a different
way. This situation leads to a number of negative consequences described below.

1.6.1 The negative impact of risk silos

1.6.1.1 Inefficiency multiplies across silos

Silos may be  very efficient at one thing, but that may be  at the expense of
the overall organization’s efficiency. In the case of risk silos, each gathers the
information it needs by asking the business managers to provide various
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information relating to their daily operations and any potential risks associated
with them. Because of  the silo structure, the business will find itself being
asked for this same information on  multiple occasions by  a multiple of risk
silos. These duplicative efforts are inefficient and counterproductive, and lead
to frustrated front-office staff disinclined to engage with risk management in the
future. The level of frustration is such today that when the recently appointed
CEO of a large company asked his senior managers what single change would
make their life easier, the reply was to do something to stop the endless
questionnaires and check sheets that managers were required to fill out to satisfy
risk managers and compliance officers. Frustration among business managers
is never a positive development. But it can fully undermine a company’s risk
management programme as buy-in from the staff is essential.

1.6.1.2 Inconsistency adds to risks

Silos also tend to lead to inconsistency as the same information will be interpreted
in different ways by different risk teams. This disparate relationship between risk
teams can lead to the failure to recognize potential correlations between various
risks. For example, the recent subprime mortgage crisis that has affected so many
banks may have been partially avoided if there had been more coordination and
communication between the banks’ credit departments  and those selling mort-
gages to people with bad credit. Or if the various regulators, whose function it is
to reduce those risks, particularly catastrophic risks, were more forthcoming in
sharing information with one another and preferred cooperation to turf protection.
Similarly the ¤6.4 billion ($7 billion) loss at Société Générale was the result of
several risk oversights, combining a lack of control on individual traders as well
as a failure to implement various checks on the trading systems themselves. Also
contributing was a negligence of market risk factors with risk management failing
to highlight a number of transactions having no clear purpose or economic value.

1.6.1.3 Tearing down silos

Major risk events rarely result from one  risk; rather they  commonly involve
the accumulation of a number of potential exposures. Consequently, companies
need to coordinate better their risk management functions and establish consistent
risk reporting mechanisms across their organizations. Applying this discipline to
enterprise-wide risk management  can be exceptionally difficult given that risk
information is often delivered in inconsistent formats. For example, interest rate
risk may be reported as a single value at risk (VaR) number, whereas regulatory
compliance or operational risk may be expressed through a traffic-light format.
This disparity can make it extremely  difficult for a CRO, CEO or any senior
executive accurately to rank risk exposures. As a result, organizations are now
recognizing the need to establish a common framework for reporting risk. This is
being undertaken through various initiatives across different industries – ICAS,
Solvency II and the Basel II Accord. These initiatives have contributed to the
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growth of risk and compliance teams. However, the intent of these regulations is
not simply to require firms to fulfil their most basic regulatory requirement and
to set aside a defined sum of money to cover a list of risk scenarios. Instead,
regulators want firms to concentrate on the methodology used to arrive at their
risk assessments and to ensure that the risk management process is thoroughly
embedded throughout the organization. This requires sound scenario analyses that
bring together risk information from all of the various risk silos. It is worthwhile
to note that silos do not exist only in the area of risk management. They tend
to show up everywhere in organizations where lack of cooperation, competition
among units and tunnel vision are allowed to rein unchecked. A notable example
of silos is that of the development of separate information systems for the different
functional business divisions in an organization, a phenomenon that until the
advent and relatively widespread adoption of enterprise-wide computer systems
(like ERP, CRM, etc.) caused business untold billions of dollars in losses, wasted
and duplicated efforts and lack of coordination within the business. It is high time
that risk management adopted the same attitude.

1.6.1.4 Improving audit coordination

Scenario analysis is  very much based on the ability to collate and correlate
risk information from all over the organization. This includes close coordination
not just across the various risk  areas, but  also  with the internal audit teams.
This ensures they are more effective and not simply repeating the work of the
risk and compliance teams, but rather adding value  by rigorously testing this
work. Such a task requires using the same common framework as the risk and
compliance teams so that information can be seen in the correct context. When
this occurs, everyone benefits. Companies are seeing much greater independence
and objectivity in the internal audit role. In an increasing number of organizations
the internal audit function is no longer confined to existing within a corner of the
finance department and has more direct communication with senior management.

1.6.2 Technology’s critical role

The use of integrated technology to facilitate the evolution of the three lines
of defence is a relatively new development, but will become essential in ensur-
ing coordination across the three lines. Because it has been hard to clarify the
different lines of defence and their relationships, it has been difficult to build a
business case for a new system and to build the necessary workflow around these
different roles. However, the current technology situation, where completely
separate legacy  systems are used in the business, risk and audit departments,
is becoming intolerable and simply contributing to risk. Everyone is aware of the
weaknesses in their own systems, but this knowledge does not always translate
across the three lines of defence. This leaves most companies with two choices.
The first is to design a new all-encompassing system from scratch. The second is
to deploy a system that supports common processes and reporting while allowing
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each function to continue using specialist solutions that suits its own needs. Suc-
cessful firms will be those that recognize there are different functionalities in
these different spaces, but they are all able to communicate with each other in
a common language and through common systems. For example, observations
can be shared and specific risk issues can then be discussed through an email
exchange and summary reports can be automatically sent out to managers.

For internal auditors, a system that supports common processes and reporting
improves efficiency and accuracy. The system can enable all lines of defence to
establish risk and control libraries, so that where a risk is identified in one office
or department, the library can then be reviewed to see if this risk has been rec-
ognized and if there are processes in place to manage this risk. Automating risk
identification enables companies to take a smarter, more efficient and more global
approach to the internal audit function. For business and risk managers, a system
that supports common processes makes risk and compliance much simpler. Risk
teams have a limited set of resources and must rely on the business to carry
out much of the risk management process.  This includes  conducting risk and
control self-assessments, and recording any losses and control breaches where
these losses occur. Using a system that supports common processes means that
business managers can accurately and efficiently contribute important informa-
tion, while not being asked to duplicate efforts across risk silos. Risk managers
also can then concentrate on the value-added side of their work and their role.

1.6.3 Bringing business into the fold

Beyond simply helping to get the work done, there are far wider benefits to
the organization from using systems that support common processes and the
principle behind them. For example, the more front-office staff are exposed to
the mechanics of the risk management process (rather than being repeatedly
petitioned for the same information from multiple parties),  the more they are
aware of its importance and their role in it.

A couple of decades ago, total quality management was a fashionable concept
in many organizations. In some cases, a dedicated management team was assigned
to this area, and the rest of the business could assume that quality was no longer
their problem, but someone else’s. This same misconception applies to risk and
compliance, unless all management and employees are kept well informed of
such processes and their own active role in them.

Today, it is indeed critically important that everyone realizes that risk is their
responsibility. This requires a clear and open line of communication and coordi-
nation between three lines of defence: business, risk and compliance, and audit.
In order to implement ERM within  an organization, the key challenge facing
organizations and the CROs is the myriad of risk approaches and systems imple-
mented throughout the modern large institution. Not only is there a huge amount
of disparate data to deal with, but the basis on which this data is created and
calculated is often different throughout the organization. As a result, it becomes
almost impossible to view risks across units, types, countries or business lines.
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Another side of the challenge facing CROs is that there are many disparate
customers for ERM reporting and analysis. Reports need to be provided to senior
business line management, directors and board committees, regulators, auditors,
investors, etc. Quite often these customers have different agendas, data require-
ments, security clearances and format requirements. Often armies of risk analysts
are  employed within the ERM team whose task is  to  take information from
business and risks systems and manually sort, review and merge this to attempt
an overall view of the risk position of the company. This process is very resource
and time consuming and extremely prone to error.

In other cases, CROs tackle ERM in a piecemeal fashion. They choose cer-
tain risk types or business lines that they feel can be successfully corralled and
develop an ERM system to load data concerning those risk types or business lines,
normalize  that data so that it can be collated and then implement  an analytic
system to review the enterprise risk within the corral. The aim is to generate
a quick  win and then expand the framework as methodologies and resources
become available. While this approach is a pragmatic one, and derives benefit
for the organization, it has one major flaw. If you do not consider the entire pic-
ture before designing the approach, it can often be impossible to graft on further
types of risk or business line in the future. Even if you manage to make the new
addition, the design can fall into the ‘I wouldn’t have started from here’ problem
and therefore compromise the entire framework.

What is needed is an approach that implements a general ERM framework
from the start that can be utilized as needed by the organization. This framework
should cover all risk types and provide support for any business line type or risk
measurement type. It should enable an organization to collate data in a standard
format without requiring changes to specific lines of business or risk management
systems. The 14 chapters of this book provide answers and examples for such a
framework using state-of-the-art semantic and analytical technologies.

1.7 Summary
The chapter introduces the concept of risk, defines it and classifies it. We also
show the evolution of risk management from none at all to today’s heightened
awareness of the necessity to deploy enterprise risk management approaches. Risk
is now at the core of many applications.  For example, Bai and Kenett (2009)
propose a risk-based approach to effective testing of web services. Without such
testing, we would not be able to use web applications reliably for ordering books
or planning a vacation. Kenett et al. (2009) present a web-log-based methodology
for tracking the usability of web pages. Risks and reliability are closely related.
The statistical literature includes many  methods and tools  in these  areas (see
Kenett and Zacks, 1998; Hahn and Doganaksoy,  2008). Two additional devel-
opments of risks are worth noting. The first one is the introduction  of Taleb’s
concept of black swans. A black swan is a highly improbable event with three
principal characteristics: (1) it is unpredictable; (2) it carries a massive impact;
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and (3) after the fact, we concoct an explanation that makes it appear less random,
and more predictable, than it was (Taleb, 2007). Addressing black swans is a huge
challenge for organizations of all size, including governments and not-for-profit
initiatives. Another  development is the effort to integrate methodologies from
quality engineering with risk economics (Kenett and Tapiero, 2009). The many
tools used in managing risks seek, de facto, to define and maintain the quality
performance of organizations, their products, services and processes. Both risks
and quality are therefore relevant to a broad number of fields, each providing a
different approach to their measurement,  their valuation and their management
which are motivated by psychological, operational, business and financial needs
and the need to deal with problems  that result from the uncertainty and their
adverse consequences. Both uncertainty and consequences may be predictable
or unpredictable, consequential or not, and express  a like or a dislike for the
events and consequences induced. Risk and quality are thus intimately related,
while at the same time each has, in some specific contexts, its own particular-
ities. When quality is measured by its value added and this value is uncertain
or intangible (as is usually the case), uncertainty and risk have an appreciable
effect on how we deal, measure and manage quality. In this sense, both risk and
quality are measured by ‘money’. For example, a consumer may not be able to
observe directly and clearly the attributes  of a product. And, if and when the
consumer does so, this information might  not be always fully known, nor be
true. Misinformation through false advertising, unfortunate acquisition of faulty
products, model defects, etc., have a ‘money effect’ which is sustained by the
parties (consumers and firms) involved. By the same token, poor consumption
experience in product and services can have important financial consequences for
firms that can be subject to regulatory, political and social pressures, all of which
have financial implications. Non-quality, in this sense, is a risk that firms assess,
that firms seek to value and price, and that firms manage  to profit and avoid
loss. Quality and risk are thus consequential and intimately related. The level
of delivered quality induces a risk while risk management embeds tools used to
define and manage quality. Finally, both have a direct effect on value added and
are a function of the presumed attitudes towards risk and the demands for quality
by consumers or the parties involved in an exchange where it is quality or risk.

This introductory chapter lays the groundwork for the whole book that will
move us from the general view of risk to specific areas of operational risk. In
the following chapters the reader will be presented with the latest techniques for
operational  risk management  coming out of active projects and research dedi-
cated to the reduction of the consequences of operational risk in today’s highly
complex, fast-moving enterprises. Many examples in the book are derived from
work carried out within the MUSING project (MUSING, 2006). The next chapter
provides an introduction to operational risk management and the successive 12
chapters cover advanced methods for analysing semantic data, combining qualita-
tive and quantitative information and putting integrated risk approaches at work,
and benefiting from them. Details on operational risk ontologies and data mining
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techniques for unstructured data and various applications are presented, includ-
ing their implication to intelligent regulatory compliance and the analysis of near
misses and incidents.

The overall objective of the book  is to pave the way for next generation
operational risk methodologies and tools.
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Operational risk management:
an overview
Yossi Raanan, Ron S. Kenett and Richard Pike

2.1 Introduction
Operational risk management is a somewhat new discipline. While financial risks
were recognized long ago, they are in fact part of everyday life and not just a
business issue; operational risks and their management have been misdiagnosed
frequently as  human error, machine malfunction, accidents and so on. Often
these risks were treated as disconnected episodes of random events,  and thus
were not managed. With the advancement of computerized systems  came the
recognition that operational mishaps and accidents have an effect, sometimes
a very considerable  one, and that they must be brought under control. Today,
operational risk management is gaining importance within businesses for a variety
of reasons. One of them is the regulatory demand to do so in important sectors
of the economy like banking (Basel II, 2006), insurance (Solvency II, 2009) and
the pharmaceutical industry (ICH, 2006). Another is the recognition  that since
operations are something that the business can control completely or almost
completely, it ought also to manage the risk associated with these operations so
that the controls are more satisfactory for the various stakeholders in the business.
This chapter provides an overview of operational risk management  (OpR) and
enterprise risk management (ERM) as background material for the following
chapters of the book.
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Edited by Ron S. Kenett and Yossi Raanan
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2.2 Definitions of operational risk management
Operational risk has a number of definitions which differ mainly in details and
emphasis. Although the proper definition of operational risk has often been the
subject of past heated debate (International Association of Financial Engineers,
2010), there is general agreement  among risk professionals that the definition
should, at a minimum, include breakdowns or failures relating to people, inter-
nal processes, technology or the consequences of external events. The Bank for
International Settlements, the organization  responsible for the Basel II Accord
regulating risk management in financial institutions, defines operational risk
as follows:

Operational risk is defined as the risk of loss resulting from inade-
quate or failed internal processes, people and systems or from external
events. This definition includes legal risk, but excludes strategic and
reputational risk. Legal risk includes, but is not limited to, exposure
to fines, penalties, or punitive damages resulting from supervisory
actions, as well as private settlements.

(Basel II, 2006)

It is this latter definition that will be used here. In layman’s terms, operational
risk  covers unwanted results brought about by people not following standard
operational procedures, by  systems, including computer-based systems, or by
external events.

In the Basel II definition, ‘inadequate or failed internal processes’ encompass
not only processes that  are not suitable for their purpose, but  also processes
that failed to provide  the intended result. These, of course, are not the same.
Processes may become unsuitable for their purpose due to external events, like
a change in the business environment over which the business has no control.
Such change might have been so recent that the business or organization did not
have the time to adjust itself. Failed processes, on the other hand, mean that the
organization has fallen short in their design, implementation or control. Once we
include internal auditing as one of the important business processes, it is seen
that internal fraud and embezzlements are part of the definition.

The  ‘people’ part covers both  the case of human error or misunderstand-
ing and the case of intentional actions by people – whether with intent to cause
harm, defraud or cheat, or just innocently cutting corners, avoiding bureaucratic
red tape or deciding that they know a better way of executing a certain action.
‘Systems’ covers everything from a simple printer or fax machine to the largest,
most complicated and complex computer system, spread over many rooms, con-
necting many users and many other stakeholders located in every corner of the
globe. Last in this shortlist of categories of operational risk is ‘external events’.
This innocently looking phrase covers a lot of possible causes for undesired
outcomes – from hackers trying to  disrupt computer systems, through labour
strikes, to terrorist attacks, fires or floods.
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Operational risks abound in every sector of the economy and in every human
endeavour. Operational risks are found in the health sector, in the transporta-
tion sector, in the energy industry, in banking, in education and, indeed, in all
activities. Some sectors, because of enhanced sensitivity to risks or because of
government regulations, have implemented advanced  processes  for identifying
the risks particular to their activities. However, operational risks exist when any
activity occurs, whether we manage them or not. This recognition is beginning
to reach the awareness of many management teams in a wide variety of activities
(Doebli et al., 2003).

An example where operational risks are recognized as  a source for large
potential losses can be found in the report by the Foreign Exchange Committee
(2004) that encourages best practices for the mitigation  of operational risks in
foreign exchange services. A detailed discussion of risk management in this
industry, including an application of Bayesian networks used later in this book,
can be found in Adusei-Poku (2005).

On 14 March 2010, the Sunday Times published a summary of a 2200-page
report investigating  the crash of Lehman Brothers on Wall Street described in
Chapter 1 (Sunday Times , 2010). The report stated that, on May 2008, a senior
vice president of Lehman Brothers wrote a memo to senior management with
several allegations, all of which proved right. He claimed that Lehman had ‘tens
of billion of dollars of unsubstantiated balances, which may or may not be ‘bad’
or non-performing assets or real liabilities’, and he was worried that the bank
had failed  to value tens of billion of dollars of assets in a ‘fully realistic or
reasonable way’ and did not have staff and systems in place to cope with its
rapid growth.

Lehman’s auditors, Ernst & Young, were worried but did not react effectively.
Time was not on Ernst & Young or Lehman Brother’s side. By September, the
158-year-old bank was bust, thousands of people had  lost their jobs and the
world’s economy was pitched into a black hole. The court-appointed bankruptcy
examiner found Lehman used accounting jiggery-pokery to inflate the value of
toxic real-estate assets it held, and chose to ‘disregard or overrule the firm’s risk
controls on a regular basis’. His most juicy finding was Repo 105, which the
report alleges was used to manipulate the balance sheet to give the short-term
appearance of reducing assets and risk. Not since Chewco and Raptor – Enron’s
‘off balance sheet vehicles’ – has an accounting ruse been so costly.

These events are all examples of operational risks.
In summary, operational risks  include most  of what  can cause an organi-

zation harm, that is foreseeable  and, to a very large extent, avoidable – if not
the events themselves, then at least their impact on the organization. It is quite
plain that once we recognize the operational risks that face our enterprise, we
can mitigate them. It is important to understand that a risk, once identified, is
no longer a risk – it is a management issue. OpR is the collection of tools, pro-
cedures, assets and managerial approach that are all aimed together at one goal:
to understand the operational risks facing the enterprise, to decide how to deal
with them and to manage this process effectively  and efficiently. It should be
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noted that the idea of OpR is, in some sense, a circular problem. The processes
and systems used for managing operational risks are all subject, themselves, to
the same  pitfalls that may  cause  systems and people to malfunction in other
parts of the organization. It is hoped, however, that once OpR is adopted as a
basic approach of management,  the OpR system itself will be subjected to the
same testing, screening and control that every other aspect of the operation is
subjected to.

2.3 Operational risk management techniques
2.3.1 Risk identification

In order to manage and control risk effectively, management  need a clear and
detailed picture of  the risk and control environment in which they operate.
Without this knowledge, appropriate action cannot be taken to deal with rising
problems. For this purpose, risks must be identified. This includes the sources,
the events and the consequences of the risks. For this and other risk-related
definitions, see also ISO 73 (2009).

Every organization has generic activities, processes and risks which apply to
all business areas within the organization. Risk descriptions and definitions should
be stored in one repository to allow organizations to manage and monitor them as
efficiently as possible. This approach creates a consolidated, organization-wide
view of risk, regardless of language, currency,  aggregation hierarchy or local
regulatory interpretations.

This consolidated view allows the organization to monitor risk at a business
unit level. However, it is integral for each business unit to identify and monitor
its local risks, as the risks may be unique to that business unit. In any case,
a business unit is responsible  for its results and thus must identify the risks it
faces. In order to do this effectively, risks must be identified. Notwithstanding
risks that are common knowledge, like fire, earthquakes and floods, they must
also be included in the final list. All other risks, specific to the enterprise, must
be identified by using a methodology  designed to discover possible risks. This
is a critical step, since management cannot be expected to control risks they are
unaware of. There are a number of ways of identifying risks, including:

• Using event logs to sift the risks included in them.

• Culling expert opinions as to what may go wrong in the enterprise.

• Simulating business processes and creating a list of undesirable results.

• Systematically going through every business process used in the enterprise
and finding out what may go wrong.
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• Using databanks of risk events that materialized in similar businesses, in
order to learn from their experience.

Some of these methods produce only a list of risks, while others may produce
some ideas, more or less accurate, depending on the particular realization of
the frequency of these risk events actually happening. This frequency is used
to calculate the expected potential damage that may become associated with a
particular event and, consequently,  for setting the priorities of treating various
contingencies.

Organizations ensure consistency in risk identification in two ways:

1. Risk identification is achieved via a centralized library of risks. This library
covers generic risks that exist throughout the organization and associates
the risks with the organization’s business activities. When a business unit
attempts to define its local risks and build its own risk list, it does so by
considering a risk library. The library itself is typically created by using
an industry list as an initial seed, and then augmented by collecting risk
lists from every business unit, or it may be created by aggregating the
risks identified by each business unit. In either case, this process must be
repeated until it converges to a comprehensive list.

2. Identification consistency is further  aided by employing a classification
model covering both risks and controls. Using this model each risk in the
library has an assigned risk classification that can be based on regulatory
definitions, and each associated control also has a control classification.
The key benefits of classification are that it allows organizations to identify
common risks and control themes.

Once risks have been identified, control must be put in place to mitigate those
risks. Controls can be defined as processes, equipment or other methods, includ-
ing knowledge/skills and organization design,  that have a specific purpose of
mitigating risk. Controls should be identified and updated on a regular basis.

Controls should be:

• Directly related to a risk or a class of risks (not a sweeping statement of
good practice).

• Tangible and normally capable of being evidenced.

• Precise and clear in terms of what specific action is required to implement
the control.

The process of risk identification should be repeated at regular intervals. This is
because risks change, the nature of the business evolves, the regulatory climate
(sometimes defining which risks must be controlled) changes, the employees are
rotated or replaced,  new technologies appear and old technologies are retired.
Thus, the risk landscape constantly evolves and, with it, the risks.
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2.3.2 Control assurance

A control assurance process aims to provide assurance throughout the business
that controls are being operated. It is generally implemented in highly
‘control focused’ areas of  the business where management and compliance
require affirmation that controls are being effectively operated.

Control assurance reporting is defined as the reporting of the actual status
of a control’s performance. This is fundamentally different  from the risk and
control assessment process discussed in Section 2.3.4, which is concerned with
assessing and validating the risk and control environment. Control assurance is
a core component of the risk management framework and is used to:

• Establish basic transparency and reporting obligations.

• Establish where ‘control issues’ occur and ensure that the relevant man-
agement actions are taken.

• Highlight insufficiently controlled areas.

• Highlight areas of ‘control underperformance’.

• Provide detailed control reporting to various levels of management.

Control assurance is not necessarily undertaken by every area in the business; it
is more noticeably present in the areas of the business that require assurance that
controls are being effectively operated.

Control assurance is generally performed on a  periodic basis, typically
monthly or quarterly. Each business unit typically nominates someone to ensure
that control assurance reporting is carried out. This does not mean that this is
the only person who has controls to operate; rather this person ensures that all
controls have been operated by the relevant person in the area for which he/she
is responsible.

Business units, in conjunction with appropriate risk management personnel,
should define all of the controls within their responsibility. From this, the shortlist
of controls to be included in the control assurance process is developed. This
shortlist should consider:

• The impact and likelihood of the risk mitigated by the control.

• The effectiveness and importance of the control.

• The frequency of the control operation.

• The regulatory relevance of the control.

• The cost/performance ratio of developing and implementing the control.

The OpR function monitors the control shortlists in conjunction with business
units to ensure their appropriateness and adequacy.
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2.3.3 Risk event capture

Risk event capture is the process of collecting and analysing risk event data.
An operational risk event, as previously defined, can result in:

• An actual financial loss of a defined amount being incurred – a loss.

• An actual financial profit of a defined amount being incurred – a profit.

• A situation where no money was actually lost but could have been were it
not for the operation of a control – a near miss.

• A situation where damage is caused to equipment and to people.

When analysing risk events, it should be possible to identify:

• The controls which failed or the absence of controls that allowed the event
to occur.

• The consequence of the event in terms of actual financial loss or profit.

• The correlations between risks – as a financial loss is often the result of
more than one risk co-occurring.

Although collecting risk event data is in many cases an external regulatory
requirement, it is also beneficial to an organization in that it:

• Provides an understanding of all risk events occurring across the organiza-
tion.

• Provides quantifiable historical data which the organization can use as input
into modelling tools.

• Promotes transparent and effective management  of risk events and mini-
mizes negative effects.

• Promotes root cause analysis which can be used to  drive improvement
actions.

• Reinforces accountability for managing risk within the business.

• Provides an independent source of information which can be used to chal-
lenge risk and control assessment data.

The degree of cooperation of front-line workers with the reporting requirements
varies and is not uniform – not across industries and not even across a particular
organization. As Adler-Milstein et al. (2009) show, workers are more likely to
report operational failures that carry financial or legal risks.

2.3.4 Risk and control assessments

The management of risks and their associated controls is fundamental to success-
ful risk management. Any risk and control assessment (RCA) process should be
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structured and consistent to allow for the qualitative assessment of the validity
of key business risks and their controls. This is fundamentally different from
control assurance which is concerned with providing assurance that controls are
being effectively operated.

RCA is a core component of the risk management framework and is used to:

• Identify the key risks to the business.

• Assess the risks in terms of their overall significance for the business based
on the judgement of business management.

• Establish areas where control coverage is inadequate.

• Drive improvement  actions for those risks which are assessed as outside
agreed threshold limits for risk.

• Provide consistent information on the risk and control environment which
can be aggregated and reported to senior management to better  help in
making more informed decisions.

RCA is performed in different areas of the organization, referred to as assessment
points. These are identified by the relevant business unit owners. RCA is generally
performed on a periodic basis, typically monthly or quarterly. The duration of
each assessment is variable and will depend on the number of risks and controls
to be assessed. Both business unit owners and members of the risk management
team will be involved in each RCA.

RCA is normally a three-step process which allows the business to identify,
assess and manage risk:

1. The identification step (which takes place outside of any system) results
in a list of the key risks to be included in the assessment.

2. The assessment step allows the business to rank the risks identified in terms
of significance to the business and assess the validity of their scoring. This
step will include an approval of the assessment.

3. The management  step is primarily involved with ensuring improvement
actions raised as a result of risks being outside agreed limits are followed
up and compiling reporting information.

One of the goals of this activity is to be able to predict the risks facing the
organization, so that the priorities for handling them can be properly decided.
That is, the goal is to be able to manage the operational risk and bring its size to
that level which the organization can tolerate. It is not just about bookkeeping and
clerical record keeping, done in order to demonstrate diligence.  As Neil et al.
(2005) note, ‘Risk prediction is inextricably entwined  with good management
practice and [that] measurement  of risk can meaningfully be done only if the
effectiveness of risk and controls processes is regularly assessed.’



OPERATIONAL RISK MANAGEMENT: AN OVERVIEW 27

2.3.5 Key risk indicators

Key risk indicators, or KRIs, are metrics taken from the operations of a business
unit, which are monitored closely in order to enable an immediate response by
the risk managers to evolving risks. This concept of ‘Key X indicators’ is not
new, nor  is it particular to risk management. Its  more familiar form is KPI,
where P stands for Performance. The basic idea behind these two acronyms is
quite similar. Indicators – for risk or for performance – may be quite numerous
within a given enterprise. For an industrial firm risk indicators may include:

• Number of defective items produced – in each production line.

• Percentage of defective items produced – in each production line.

• Change – daily, weekly, monthly, etc. – in the number of defective items
produced in each production line.

• Number of items returned as defective for each product (again, this may
be expressed in numbers, percentages or monetary value).

• Number of maintenance calls for each production line – absolute or per
unit of time.

• Number of accidents on the production lines.

• Number of unplanned stoppages of each production line.

For achieving comprehensive   OpR in an enterprise, we add to the KPIs
listed above operational risk  indicators associated with other divisions of the
enterprise – finance, marketing, human resources and computer operations. So,
it is evident that the number of risk indicators in a given enterprise may be very
large, thus making it very difficult to track, monitor  and control. Therefore, a
select few risk indicators are chosen to serve as a warning mechanism for the
enterprise. These may be simple risk indicators like ‘number of computer crashes
in a week’, or ‘number  of communication breakdowns in a day’, or ‘costs of
unscheduled repairs incurred in the computer centre during a prescribed period of
time’. Alternatively, they may be compound indicators, artificial in a sense, made
up of direct risk indicators for a given area of activity to create a representative
indicator for that activity in such a way that changes in this compound indicator
will warn the risk management officer of approaching difficulties.

The KRIs are lagging or leading indicators of the risks facing the enterprise.
The way to create them changes from  one organization to another, and their
construction expresses such attributes as the level of importance that the
organization attaches to each of its activities, the regulatory climate under which
the organization operates and the organization’s appetite for risk. Consequently,
two  similar organizations serving the  same markets may have quite different
KRIs. The list of possible KRIs is so long – when compiled from all possible
sources – that libraries of KRIs have been set up and some can only be accessed
under a subscription agreement – see, for  example, KRIL (2010). The actual
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definition of a particular organization’s KRIs requires usually a project targeted
at this goal that is usually undertaken as  part of an  overall OpR approach.
For more on  KPIs and KRIs see Ograjenšek and Kenett (2008) and Kenett
and Baker (2010). A study by Gartner positioning OpR software products is
available in McKibben and Furlonger (2008).

2.3.6 Issues and action management

The management of issues and their associated  actions is fundamental to suc-
cessful OpR. The issues and actions management process should provide a
standardized mechanism for identifying, prioritizing, classifying, escalating and
reporting issues throughout the company.

The collection of issues and actions information allows the business to adopt
a proactive approach to OpR and allows for swift reactions to changes in the
business environment.

Issues and actions management is a core component of the risk management
framework and is used to:

• Support the evaluation of risk likelihood and control effectiveness during
the RCA process.

• Highlight control failures or uncontrolled risks during the control assurance
process.

• Highlight events resulting in significant financial loss.

Guiding principles state that issues should generally originate from:

• Control improvements.

• Control weaknesses.

• Compliance gaps/concerns.

• Audit recommendations – both financial audit and risk audit.

• Risk event reports.

• Quality defects.

The issue management process should:

• Capture issues related to the RCA and control assurance processes, risk
events, internal audits and compliance audits.

• Support the creation of issues on an ad hoc basis.

• Allow for the creation of actions and assign responsibilities and target
completion dates for the same.
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• Monitor the satisfactory completion of issues and actions.

• Provide reports to support the issue management and action planning
process.

2.3.7 Risk mitigation

Risk mitigation is an action, consciously taken by management, to counteract,
in advance, the effects  on the business of risk events materializing. The risk
mitigation strategies for operational risks fall into the same four general categories
of risk mitigation used for managing risks of all types. These are:

• Avoid the risk.

• Accept the risk.

• Transfer the risk.

• Reduce the risk.

Avoiding the risk means not taking the action that may generate it. With oper-
ational risk, that means not performing the operation. Accepting the risk means
that the organization, while well aware of the risk, decides to go ahead and per-
form the operation that may end in the risk event occurring, and to suffer the
consequences of that occurrence. Transferring the risk may be accomplished by
a number of methods. The most familiar one is to insure the business against the
occurrence of that risk event. This way, the risk is transferred to the insurance
company and a probabilistic loss event (the risk actually occurring and causing
damage) is substituted by a deterministic, known loss – the insurance premium.
Another way of transferring the risk is to subcontract the work that entails the
risk,  thereby causing some other business to assume the risk. Finally, reduc-
ing the risk means taking steps to lower either the probability of the risk event
happening or the amount of damage that will be caused if it does occur. It is pos-
sible to act on these two distributions simultaneously, thereby achieving a lower
overall risk.

Risk mitigation is an important part of risk management in general and
operational risk is  no exception. In  some sense, the area of OpR that is
restricted to  the management of information and communications technology
(ICT) operations has been concerned for quite some time with disaster recovery
planning (DRP), which is a  detailed plan for continued ICT operations in
case a disastrous event happens. However, DRP deals with major disruptions
of ICT operations in  the enterprise, while risk management deals with all
types of risks, large and small. Recently, this area of risk mitigation  has been
extended to the whole business and the area of business continuity management
deals  with  the ways and means to keep a business going even after  a major
catastrophe strikes.
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2.4 Operational risk statistical models
Operational risks  are characterized by two statistical measures related  to risk
events: their severity and their frequency (Cruz, 2002). A common approach to
model the frequency and the severity is to apply parametric probability distri-
bution functions. For severity, the normal and lognormal distributions are often
applied. Other distributions used to model the severity are: inverse normal, expo-
nential, Weibull, gamma and beta. For details on these distributions see Kenett
and Zacks (1998).

On the other hand, in order to model the frequency of specific operational
risk events, two main classes are used: ordinary (Poisson, geometric, binomial)
and zero-truncated distributions.

The most common goodness-of-fit test for determining if a certain distribution
is appropriate for modelling the frequency of events in a specific data set is
the chi-square  test. The formal test for testing the choice made for a severity
distribution is instead the Kolmogorov – Smirnov test and related measures of
interest (see Kenett and Zacks, 1998).

Having estimated, separately, both the  severity and  the  frequency distri-
butions, in operational risk measurement we need to combine them into one
aggregated loss distribution that allows us to predict operational losses with an
appropriate degree of confidence. It is usually assumed that the random variables
that describe severity  and frequency are stochastically independent. Formally,
the explicit formula of the distribution function of the aggregated losses, in most
cases, is often not analytically explicit. One popular practical solution is to apply
a Monte Carlo simulation (see Figure 2.1).

On the basis of the convolution obtained following a Monte Carlo simulation,
operational risk measurement can be obtained as a summary measures, such as the
99.9th percentile of the annual loss distribution, also called value at risk (VaR).
In operational risk the distribution of a financial loss is obtained by multiply-
ing the frequency distribution by the severity distribution. These considerations
motivate the use of the geometric mean of risk measures, when aggregating risks
over different units. The use of the geometric mean is a necessary condition for
preserving stochastic dominance when aggregating distribution functions.

Cause and effect models have also been used extensively in operational risk
modelling. Specifically Bayesian  methods, including Bayesian  networks, have
been proposed for modelling the linkage between events and their probabilities.
For  more on these methods see Alexander (2000, 2003), Giudici and Billota
(2004), Cornalba and Giudici (2004), Bonafede and Giudici (2007), Fenton and
Neil (2007), Ben Gal (2007), Dalla Valle et al. (2008), Figini et al. (2010), Kenett
(2007) and Chapters 7 and 8 in this book. These and the next chapters include
examples from the MUSING project (MUSING, 2006). The next section presents
a short overview of classical operational risk measurement techniques.
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Figure 2.1 Monte Carlo convolution of frequency and severity.
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2.5 Operational risk measurement techniques
In order to be able to assess and manage risk, it must be measured. It is impossible
to manage  anything that is not measured, risk being a prime example of this
approach. In this section we introduce three operational risk measurement tech-
niques: the loss distribution approach, scenario analysis and balanced scorecards.

2.5.1 The loss distribution approach

The loss distribution approach (LDA) is a measurement technique  that is par-
ticularly suitable for banks and other financial institutions. It aims at calculating
the VaR, which is a monetary value that these institutions need in order to assign
adequate capital, as far as their regulators are concerned, against operational risk
(see Figure 2.1). This expected value may be of lesser interest for businesses
that have a different  approach to risk, for example if they view small losses,
bounded above by a periodically changeable limit, as either negligible or part of
the cost of doing business. On the other hand, these businesses insure themselves
against losses that surpass another dynamically changed amount and consequently
implement mitigation strategies to handle only losses that fall between these two
bounds. This  optional mitigation strategy is not available to banks and many
other financial institutions for they function, in effect, as their own insurers and
therefore must have a more precise knowledge of the risks, not just some bounds
and frequencies. As an example of this type of risk management behaviour one
may look at supermarkets  and large food sellers in general that have become
accustomed, albeit unwillingly, to losses stemming from employee theft – a def-
inite operational risk.  Many consider this theft-produced loss a part of doing
business as long as it does not rise above a certain level, determined individually
by each chain or food store, and take out a specific policy with an insurance
company against larger thefts.

The LDA, which is used extensively in calculating the capital requirements
a financial institution has to meet to cover credit risks, is a statistically based
method that  estimates two  functions involved with risk – the  occurrence fre-
quency and the loss amount frequency.  From these two distributions, the dis-
tribution of the VaR may be computed. For financial institutions, the VaR has
to be calculated for each business line (Basel II, 2006), and then a total VaR
is calculated by summing the individual business line VaRs multiplied by their
weight in the bank’s outstanding credits. While this measuring method is com-
plex to implement and requires extensive databases, some of them external to
the bank, and is computationally intensive, there are a number of approaches for
financial institutions to calculate it (see e.g. Frachot et al., 2001; Tapiero, 2004;
Shevchenko, 2009). The effort and investments involved may be worthwhile only
for large banks, since it can lead to a significantly smaller capital allocation for
operational risk, thus freeing a highly valuable resource for the bank.

For operational risk in other types of business, such a very fine breakdown
of events and their consequences may not be required, for a number of reasons.
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First, the operational risk is seldom, if ever, related to a business line. Second,
operational risk events are frequently the result of more than one causing factor
in the wrong range and thus attributing the risk to one of them or distributing
it among them will be highly imprecise, to say the least.  Third, the costs of
implementing such a measurement system may prove prohibitive for a business
that is capable of getting insurance against these losses for a small fraction of
that cost. A method similar to the LDA is demonstrated for a process that is
part of OpR in banks in Chapter 10 describing the near miss/opportunity loss
in banks.

2.5.2 Scenarios

Scenarios are used in many areas where the prospects of having accurate predic-
tions are slim or where there are no analytical tools available to produce such
predictions at all. They are frequently used for strategic  planning in order to
discover, as realistically as feasible, what would be a suitable reaction by the busi-
ness to a wide range of possible developments of many variables that affect the
business, in various combinations. Scenarios range from an extension of current
reality into the foreseeable future to extreme changes in the business’s environ-
ment, status, capabilities and associations. Scenarios are used in operational risk
measurement in a number of cases. The first case involves an organization that
wishes to engage in OpR, but lacks the requisite risk event repository from which
to calculate – or even simply summarize – the results of the various risks. That
is the most usual case, and it is frequently used because it takes a long time
from the initiation of a risk management activity to the time  when the orga-
nization has a workable repository with enough risk events  that materialized.
Thus, organizations use the scenario technique in order to shorten the time to
the implementation of a risk management  approach with the proper mitigation
strategies. The second case involves a significant change in the environment that
the business operates in. Usually it is a change in the external environment: new
regulatory demands, radically changed economic environment, new technologies
being brought rapidly to bear on the economic segment the business operates in,
and so on. Occasionally, it may be a drastic reorganization of the business, such
as a merger of different units into a single one, or a merger with another business
or an acquisition of a business and the attempt to assimilate it successfully into
the business.

The scenarios technique involves a  team, familiar with the business pro-
cesses  being  studied, devising possible business scenarios – and trying to see
what the reaction of the business might be, and what might go wrong. Doing this
systematically, step by step, and covering all possible areas (technology, people,
processes, etc.) that might be affected by the scenario, results in a list of potential
risk events that are latent within the business process under study. This method
is then applied to every business process used in the business until a complete
list of latent risk events is compiled. This list is then analysed, categorized and
stored as a virtual risk event repository. Then, a measure may be computed for
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variables that are of interest, including the VaR involved with each risk event. If
some data is available that describes the frequency of executing a particular busi-
ness process, estimates of expected losses can be computed. Mitigation strategies
are then devised for each risk event, and the implementation  of OpR continues
from this point onward.

The benefits of this technique are:

1. It is not dependent on an existing repository of risk events.

2.  Even if a risk event repository exists in the business, this technique may
prepare the business for risk events that have not yet been registered in the
repository – for the simple reason that they had not occurred or that they
had occurred prior to the repository being  established – but these risks
are nevertheless worth considering and preparing mitigation strategies for
them.

3. It may be done in a relatively short period of time, eliminating the need for
waiting for a significant accumulation of risk events in the risk repository.

4. It may be used in addition to using the risk repository.

The drawbacks of this technique are:

1. It is based on a complete mapping of all business processes in the business.
Leaving out a few business processes may make the whole effort not useful
since significant portions of the business activity may be left uncovered.

2. It usually requires a large team. The team usually includes people from the
risk management office, from the industrial engineering unit and from the
operation of the business itself. The core people, like the risk managers
and the industrial engineers, may form the central, fixed part of the team,
but the people familiar with the various business processes will have to
change with each area of activity covered.

3. Lacking any significant history of risk events, it requires a very determined
management to undertake such an extensive and expensive activity.

All things considered, it is a good technique, though usually the lack of complete
mapping of all business processes prevents it  from being very effective. On
the other hand, this mapping – a requisite  for this technique – may be a very
substantial side benefit of this operation and, indeed, it may be a sufficient benefit
in and of itself so as to justify the whole process.

2.5.3 Balanced scorecards

Scorecards were made famous in the business world by Norton and Kaplan in
the early 1990s (Kaplan and Norton, 1992, 1993, 1996; see also Organjenšek and
Kenett, 2008). Since that time, the notion has caught on and today the balanced
scorecard (BSC) is widely used in businesses in all disciplines. For an application
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to organizations developing systems and software see Kenett and Baker (2010).
In short, the basic concept of the scorecards is, as the name implies, to com-
pute a score for the measured phenomena and to act upon its changing values.
The concept of an operational risk scorecard is the same as that of the general
scorecard, except that in this case it is much more specialized and concerns only
operational risks in the business. Whereas in the classic BSC the scores repre-
sent the performance in the financial, customer, internal processes and learning
and growth facets of the business (although many variations exist), in the opera-
tional risk scorecard the measured aspects may be technology, human factors and
external factors affecting the business operations. This division is by no means
unique, and many other divisions may be used. For example, a bank trying to
comply fully with the Basel II recommendations may concentrate more heavily
on the ICT part of the operations when handling operational risk, and subdivide
this score into finer categories – hardware, software, communications, security
and interface. Similar subdivisions may be tried out in other areas representing
operational risk.

When the complete classification and categorization of all operational risks
are completed, weights are assigned to the elements within each category and
then a risk score may be computed for each category by providing the values
of the individual risks of the  elements. The resulting score must be updated
frequently to be of value to the organization.

As a final  note, it is worthwhile to consider a combined risk indicator,
composed of the individual risk categories managed by the organization, which
is added to its overall scorecard, thus providing management not only with per-
formance indicators in the classic BSC, but also with an indication of the risk
level at which the organization is operating while achieving the business-related
indicators.

2.6 Summary
This chapter introduces the basic building blocks  of operational risk manage-
ment, starting from the basic definition of operational risk, through the steps of
identifying, classifying, controlling and managing risks. The following chapters,
organized in three parts, provide an in-depth analysis of the various ways
and means by  which operational risk are handled. We briefly describe these
three parts.

Part II: Data for Operational Risk Management and its
Handling

Operational risk management relies on diverse data sources, and the handling
and management of this data requires novel approaches, methods and implemen-
tations. This part is devoted to these concepts and their practical applications.
The applications are based on case studies that provide practical, real examples
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for the practitioners of operational risk management. The chapters included in
Part II are:

Chapter 3: Ontology-based modelling and reasoning in operational risks
Chapter 4: Semantic analysis of textual input
Chapter 5: A case study of ETL for operational risks
Chapter 6: Risk-based testing of web services

Part III: Operational Risks Analytics

The data described in Part II requires specialized analytics in order to become
information and in order for that information to be turned, in a subsequent phase
of its analysis, into knowledge. These analytical  methods are described in the
following chapters:

Chapter 7: Scoring models for operational risks
Chapter 8: Bayesian merging and calibration for operational risks
Chapter 9: Measures of association applied to operational risks

Part IV: Operational Risk Management Applications and
Integration with other Disciplines

Operational risk management is not a stand-alone management discipline. This
part of the book demonstrates how operational risk management relates to other
management issues and intelligent  regulatory compliance. The chapters in this
part consist of:

Chapter 10: Operational risk management beyond AMA: new ways to
quantify non-recorded losses

Chapter 11: Combining operational risks in financial risk assessment scores
Chapter 12: Intelligent regulatory compliance
Chapter 13: Democratization of enterprise risk management
Chapter 14: Operational risks, quality, accidents and incidents

The book presents state-of-the-art methods and technology and concrete imple-
mentation examples. Our main objective is  to  push forward the operational
risk management envelope in order to improve the handling and prevention of
risks. We  hope that this work will contribute, in some way, to organizations
which are motivated to improve their operational risk management practices and
methods with modern technology. The potential benefits of such improvements
are immense.
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