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ABSTRACT

Marshall and Olkin(1967) proposed a multivariate exponential distribution and derived some properties including the
moment generating function. Proschan and Sullo(1976) provide the probability density function which involves some
tedious notations. In this paper, we provide an explicit expression for the probability density function in the trivariate
case and derive the conditional distributions, regression equations and the moment generating function. By considering
four three unit systems with trivariate exponential failure time distribution, we derive the reliability measures of the
systems.

Key words: Conditional distribution, moment generating function, multiple regression, performance measure, trivariate
exponential.

1 Introduction

Marshall-Olkin(1967) proposed a multivariate exponential distribution as a model arising out of
Poisson shocks. The distribution is not absolutely continuous and so the distribution received
considerable attention among the researchers. Bemis et al(1972) provide a probability distribution
which is not absolutely continuous with respect to the Lebesgue measure in R?. Inference for
bivariate exponential distribution was discussed by Arnold(1968), Bemis et al(1972), Bhattacharya
and Johnson(1973) among others. For the trivariate case with equal marginals, Samanta(1983)
discussed the problem of testing independence. Proschan and Sullo(1976) discussed parameter
estimation for multivariate case and proposed the probability density function(pdf) involving
tedious notations.

The aim of this paper is to provide an explicit expression for the pdf in the trivariate case and
derive the conditional distributions, regression equations and the moment generating function.
Further, by considering four three unit systems with trivariate exponential failure time distribution,
we derive the reliability measures of the systems. Section 2 proposes the pdf whose bivariate
marginal is the one given by Bemis et al(1972). Section 3 derives the conditional distributions, both
univariate and bivariate. Further the multiple regression equations are obtained and shown that they
are not linear. The moment generating function is obtained in Section 4. Finally in Section 5, three
component standby, parallel, series and relay systems with trivariate exponential failure times are
discussed and the performance measures are obtained.

2 The probability density function
The survival function of the Marshall-Olkin trivariate exponential distribution (MOTVE) is of the

form
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— 3
F(x,x,,x)= exp{—Zlixl. —zz&.j (xl. vxj)—ﬂ“|23 (x, v x, vx3)}, X,%,,%; 2 0.
i=l1

i<
Here A4,,4,,4, >0, 4,,4;,4,;,4,;20and x, vx, v.x, :max(x],xz,x3).
Let A = A + A, + s+ Ay, Ay =+ A+ 2y + Ay, Ay =M+ Ay + Ay + Ay, A, =2,,0<j

i
and j,:ﬂ,l+j,2+},3+ﬂ,]2+ﬂ,]3+ﬂq3+ﬂ“3_

123 >

We propose the following pdf for the MOTVE distribution

S (3003, 3,) = A Ay + )2 exp{=Ax, = (2, + A4y )x, = A | X, <X, <X,
ARy + Agy)exp{-2x, - (A-2,)x,}, X, <X, =X,
A A exp{—(A, + A, + A,)x, = A'x, |, X, =x <X

Ays exp(—Ax,), X=X =X

L(2.1)

Remark 2.1 It can be verified that the total integral is one. While integrating the pdf, there are 6
triple integrals, 6 double integrals and one single integral. It may be noted that we have the same
number of cases as in Samanta(1983) and (2.1) reduces to the one given in the paper for equal
marginals situation.

2.1 Bivariate marginals
It 1s known that the bivariate marginals are bivariate exponential. We use the pdf approach to
derive the bivariate marginals.

Theorem 2.1 The pdfof (X;, X3) at (x; ,X2) 1s given by

S (x,x,) =(4 + 213)A;exp{—(ll +5)x, —/l;xz} , X, < X,
(A + 2 ) A exp{—(2, + ) x, - A%, } X, > X,
(212+Z123)exp{—(l—13)x]}, X, = X,.

0

Proof The pdfof (X, X) at (x1, x2) is f;, (xl,xz)zj.f(xl,xz,x3)dx3 :

0
Three cases arise according as x, <x,, x, >x, and x, =x,.

Case 1: x, <x,
In this case

F(x.%,%)=24 (4 +4,) 4 exp{—ﬂwjx3 —(4 +45)x, —/lz*xz}, X, <X <X,
A (A +203) Ay exp{=Ax, = (A + Ay ) %, = Ao, | X, <X, <X,
(A +2,) 2 exp{—ﬂplx1 —(A+A,)x, —A;x3}, X, <x, <X,
21(123+2123)exp{—ﬂ1x]—(l+ﬂ1)x2}, X, <X, =X,
213A;exp{—(ll+/l3+ﬂ“)xl—lz*xz}, X, > X, =X,
Thus
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flz(xl’xz): J.f(xl’xz’xs)dxs + J.f(xl’xz’xs)dxs +J.f(x1’x2’x3)dx3 +f(x1’x2’x1)+f(x1’x2’x2)
0

X X2

= J'ﬁﬂ (j‘l + 45 )I; exp{— (2“] + 45 )xl _I;xz — Ayx; }dx3 +
0

J'l] (13 + 45 )I; exp{— Ax, — I;xz - (2“3 + A )x3 }dx3 +

X

J'l] (ﬁ“z + A )ﬁ“; exp{— Ax, = (ﬁ“z + 4, )xz - I;x3 }dx3 +

sy exp{— (2“] + A+ Ay )xl — 25X, }+ A (123 +2,,23)exp{— Ayx, _(1_2“1 )xz}
=(A + 23 ) 25 xp {= (A + 443 ) %, = Ay, |+ (1-exp{~Ax; })
s exp{_ﬂﬂxl _ﬂ“z*xz}(exp{_(ﬂs +A’l3)xl _(ﬂ"l +A'13)xz})
+4 (12 +A12)exp{_ﬂ1xl _(Az +Z,12)x2}.exp{—l;x2}+
2132‘; exp{—(ﬂ,, + 2 +ﬂﬂ3)x1 _ﬂ“;xz} +4 ()“23 +lm)exp {_ﬂﬂxl _(A_/ll)xz}
z(/ll + j~13)X; exp{— ()]‘1 + 113))61 — 25X, }

Case 2: x, > x,

As in Case 1, we can show that

For(3%0,3,) =(Ay + 23 ) A exp{= (A, + Ay ) x, = 4,

Case 3: x, =1ux,

In this case

f(xl,xz,x3)=ﬂ3 (}-12 +ﬂ123)exp{—ﬂ3x3 _(1_13))61}9 Xy <X =X,
ﬂ,‘zﬂ,;exp{—(ﬂ,l+),2+llz)xl—l;x3}, Xy > X =X,
Ay €xp(=Ax,), X, =X, = X;.

Thus f, (x] s X) ) = J'ls (112 + A3 )eXp{_ Ay Xy — (A — A )xl }dx3
0

+ J’ﬁ“lzxg exp{— (2“1 +A4, + 4, )xl - A;x3 }+ A exp(— Ax, )

X

:(212 +ﬂ~123)exp{_(l_ﬂ~3)xl}

Hence the theorem.

Remark 2.2 Thus (X,,X,) ~BVE(A, + 45,4, + A5, 4, + A, ), in view of Bemis et al(1972).
Similarly, it can be shown that the other two bivariate distributions are also bivariate exponential.

3 Conditional distributions and regressions

In this section, we determine the univariate and bivariate conditional distributions.
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3.1 Univariate conditional distributions
The conditional pdf of X, given (Xz, X3) = (x2 ,x3) is
):f(xnxz’xs)

S (xz > X3 )
Note that f (x] , X, ,x3) is given in (2.1) and

(j‘z + 112 )I; exp{— (Az + j“12 )xz - I;xs }’ X, <X
S (xz > X3 ): (2“3 + 45 )I; exp{— I;xz - (2“3 + 45 )xs }’ Xy > X3
(123 + A )exp{— (ﬂ“ -4 )xz }’ Xy = X3.

Three cases arise according as x, < Xx;,X, > X;,X, = X;.

f]'B(x]|x2,x3 , 0<x <o0.

Case 1: x, <x,

S (x1|x2’x3):ﬂ~1 exp(— 4%, )’ X <X,
A4 +A
ﬁexp{_ (/I] +4, )xl + A X, }’ Xy <X <Xy

/12 (/13 + /123 )/I;k

(o + 2 )2, exp{— x4+ A Xy + (A + Ay s }, X, <x,
2 12 /773

A
(2 -Ijzﬂ,, )exp{_ﬂﬂXZ}’ X, =X,

2oy + Aoy )
(/12 + /112 )/f;
Case 2: x, > x,

exp{— (A, + Ay, s + Ay, }, X, =X;.

Srnalry x) =4 expl- A X <
%exp{— (A + A3 e, + Agsxs |, Xy <X, <X,
%exp{— Ax, 4+ Ay xy + (A + Ay )X, }, X, <X,

0 ):3%3 ) exp(—A,x, ), Xp =X,

Ay (/112 + A )

(l ) )ﬂ,* exp{— (2“1 + 45 )xz + A3 }’ X=Xy
3 T A,

Case 3: x, =x,

S (6 |X2,x3):l] exp(— A, )’ X, <X,
A A i
mexp{_ j«]x] +(ﬁ,]2 +A]3 +ﬂ]23 )X2 }’ X, <x,
A
My o) -
(2“23 + A3 ) eXp( ]xz) X, =X,

Remark 3.1 Similarly, one can find the other two univariate conditional distributions.
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Theorem 3.1 The regression equation of X; on (X,, X;) is

e (FEn TP W]

e e A ae S CRL I A
X = L]Jr{ A +A,j)& +2,) AL]}GXP(_A‘XZ)

{A f@j%} uq+&j&2+ag}“pu”X5_u”+&JXJ’ Fa <A

%‘{C;i%ZEF‘%}““‘%X”’ X, =X,.
Proof For x, >x,,
B[, (X, X,) = @”ﬁﬂ.pxem{ax¢m+j %%%3@§amkﬁf4a+agﬁmn+

3 (A
j /1’1 Zz)ﬁl xpie 0, + (Ay + Ay X + Ay, Jx,

)“3 ()“12 + )“123)
(As + 432,

s
-1 (A +4
+X5 (13 +)~13)exp( 1x3)+x2 exp{ ( Tt 13)x2}

1 Ay 1}
=—+ -— exp(—ix )+
j“] {(A] +ﬂ“]3 XAS +l]3) 2“1 o

{(13 (A + 23 A,

B -4, +4 A
13 +l]3)ﬁy’;l’; (A] +A]3)(2“3 +A]3)}exp{ ( .t ]3))(2 + ]3x3}

Similarly one can derive the regression equation for x, < x,.

For x, = x;,

E[X1|(X2,X3)=(x2,x3 )]= Jixlﬂ“l exp{— A%, }dxl +
0

© *

1123 2’232'1 *
IR B0 exple Ax, + (A + Ay + A )X,
. +}bm)exp{ 1xz}x_[x1 . +}Lm)eXp{ 1, (R + Ay + Ay )X,

Xy

1 Aoy 1 }
LA U ean)
/11 {(’123 + /1123 )’11 /11 v

Hence the theorem.

Remark 3.2 The other two regression equations can be derived in a similar manner. Thus the
multiple regression equations are non-linear.

3.2 Bivariate Conditional Distributions
Let us find the conditional distribution of (X, X 2) given X, = x;.
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Note that £, (x, )= A} exp(— Aix; b x; >0
The conditional pdf of (X X 2) given X, =x; 1s

f(x]’x2 ,x3)
Sia\x,x,|x, )= ——7—=5, x,,x, >0.
12.3( 1 2| 3) f3(x3) 1>%2
Here three cases arise.
For x, <x,
A+ 10 .
S (xl,x2|x3)=%exp{— (ﬂ’l + 113))61 =Xy + (A + gy + A1p3)x5 }’ X3 <X,
3
Mexp{— X, —l;xz + (A3 +1123)x3}, X, <Xx; <X,
3
A .
li : exp{ AyXy = (A = Agy — Aip3) X5 }’ X =Xy
A (A A
—1( 2 :_ 123)6Xp{— ),le —()«2 +/112)x3}9 Xy = X3

3
For x, > x,
A (A, + A .
Sias (x,,x2|x3):3(2—*23)]exp{— (2“2 + A )xz =X+ (A + A+ A5)x;, }’ X3 <X,

3

M%I—Mexp{— 2, = 20X, + (A + Aoy )23 X, <X, <X,
Ay (A, + Ay, Jexpl= (4, + A, Jx, = A,x, }, X, < X,
lﬁj“l expl= Ax, = (A — Ay — Ay )5 X, =X,
Mexp{— 2yXy = (A + Ap) X3 1 X, = X,
For x, = X, 3
s, ,x2|x3)=M exple (2 = A%, + Ay + Ay + Ay )X, b X, <X,
Ay ex;:{— (A, + 2, + A )x, ) X, < X,
’222 expi{— (A, + A, + A,,)x5 ), X, = X,

3
Remark 3.3 It can be verified with routine but tedious integration, that f,, (x] , X, |x3) is a pdf.
Similarly one can derive the other two bivariate conditional distributions.

4 Moment generating function

Theorem 4.1 The mgfof (X, Xy, X3) at(t;, t2, t3) is given by

o A]I;I; A (123 +ﬁ“123 )t t
M(t]’tz’%)__(ﬁ«;—fzxﬂz_gxl_tl_tz_t3)+(ﬁ";_t2xj‘ tXl A Ghs 3)
. 2,252 N A (113 +ﬁ~123 )tt
(PR VS I S 2 B CHR ) (8 f)(ﬂ JA=2,-1,-1,)
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+ }“3}:}; n }“3(}“12 +}~123 )t]tZ
(}: _tlxx; _tzxi_tl -1 _ts) (}: -1 x}; _tZX}‘_tl -1 _ts)(l_ls -1 _tz)
/1121‘3 /1132‘2 /123tl

(l_tl_tz_tz)(ﬂ“z_tz) (l_tl_tz_tz)(ﬂ“z_tz) (ﬂ‘_tl_tz_tS)(ﬂ‘l_tl)
n 112"'113"%23"'1123

(l_tl_tz _tz)
Proof M(t,.t,.t,)=E{exp(t X, +1,X, +t.X,)}
_ }“1 (}“2 +}~12 )}“; n 2‘1 (2“3 +2‘13 )I;
(2“3_t3xl_}“1 _t2_t3)(}“_tl _tz_ts) (I;_tzxj“ }“ —1, 1 )(2“ )
n }“2 (11 +}~12 )}“’3‘ n (}“ +}“23 )}“
(}‘3_t3xl_}“2_t2_t3)(}“_tl _tz_ts) ( —1 X}“ }“ —1, )(2‘ )
n 2‘3 (2“1 +}“13 )}“Z n 2‘3 (}“2 +}“23 )}“1
( — X}‘ }‘ t_ts)(}“_t tz_ts) (ﬁ_tlxi_ls_tz_ts)(l_tl_tz_ts)
. Ay (P + Ay . 2o (Aus + )
(/I_ﬂ‘l_ _3)(l_t1_t2 _tz) (ﬂ‘_ﬂ‘z_tl_tS)(ﬂ‘_tl_tZ _tz)
A (}“12 +2“123) n }“12}“; n
(}“ }“ 2)(}“_t1_t2_t3) (l_tl_tz_ts)(};_ts)
}“1 3 }“2 }“23 AT }“1 23
+ - + - +
(}‘_tl -1 _ts)(lz _tz) (}“_t] -1 _t3)(}“] _tl) (l_tl -1 _ts)
:{ A (ﬁ“ +2‘12)f n 2‘1 (ﬁ“s +2‘13)I;
( —t Xj“ ﬁ‘ )( ) (I;_tzxi_l] -1 _ts)(ﬁ“_tl _tz_t3)
n (2“23 + 2‘123) }+{ ﬁ“z (j“] +ﬁ~12 )13
(ﬁ“_j‘l l, - 3)(l_t1 -0 - ts) ( 3—t3Xl—lz—t]—t3)(l—t]—t2—t3)
n ﬁ“z (2“3 +}“23 )ﬁ: n ﬁ“z (2“13 +2‘123) }
(2“] _tlxﬁ‘_ﬁ‘ - = )(A_t] -1 _ts) (l_lz - _ts)(ﬁ“_tl -1 _ts)
+ { (ﬁ“ +}“23 )}“ + 2‘3 (2“1 +ﬁ“13 )I;
( —f)(ﬂ Ay = )(ﬁ“ ) ( *_t Xj‘_%_tl_tz)(l_tl_tz_ts)
s A (A +Am) } Aoa w
A2 —t,-,)a—t, -1, -1,)] (B -1,)2-1, t,) ( —t, A -1,
2“232: 2“123
+ = +
(2“] _tlxj‘_tl -1 _ts) (l_tl -1 _ts)
_ s . Ay (g +zm )r r
(}“;_tzxx;_tsxi_tl _tz_ts) (/f;—fle —1 X}‘ }‘ }“ 3)
. A, M2, . A (,1,3 +z,,23 )tt
(/ﬁ—ﬁxﬂ;—%xl—f} _tz_t3) (ﬁ_tlx}“ —1 X}‘ }‘ }“ 3)
}“3}“?}“; }“3(}“12 +}~123 )t]tZ

+ * * * *
(A -2, 4 -1, N2 -1, -1, —t3)+(ﬂq —t -t A=t =1, 1, A=Ay =1, —1,)
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/1]22‘3 /1]32‘2 /1232‘]

(l_tl_tz_ts)(ﬂ“s_ts) (l_tl_tz_%)(ﬂ“z_tz) (l_tl_tz_ts)(ﬂ“l_tl)
n 112"'113"%23"'1123

(ﬂ‘_tl —0 _ts)

Remark 4.1 The mgf of (X;, X3) at (t1, tz) is M(t;, t, 0) and reduces to the mgf of BVE
(A + Ay3s Ay + Ayy, Ay + Ay ) at (1, 1y ) in view of Barlow and Proschan(1975).

5 Reliability measures of systems with MOTVE components

In this section we derive the performance measures associated with four three component
systems, assuming that the component failure times have a joint MOTVE distribution.

5.1 Standby system
Consider a three unit standby system with component failure times X, X,, X; respectively.
3
Then the system failure time is T :zX .. Assume that the component failure times are
i=1
identically distributed. As in Samantha(1983), take A, =4, =4, =B,, A, =4,; =4, =8,,
A =B;. Let us first find the mgf of T.
Define o, =B, +28, +pB;,a, =26, +3B,+ B, anda, =3B, +3B, + ;. From Theorem

4.1,
M(tl’tz’ts):ﬁl (ﬁ] +ﬁ2)0‘1

{ 1 : 1 }
(, =t N, —t, =1, oty —t, =1, —t,) (o, =1, N, =1, —t, Nty —1, — 1, =1,

+ ! + !

{(al _tz)(az —1 _tz)(as -1 -1, _ts) (0‘1 _tz)(az —1, —t3)(0£3 -1 -1, _ts)}

+{ 1 ; ! }
(al _ts)(az —1 —t3)(053 —L L _ts) (al _ts)(az —1 —t3)(053 —L L _ts)
+ (B, +ﬂ3){(a . Nt — . "

! . B
(az_tz_t3)(a3_tl_f2_t3) (a3—t,—t2—t3)
Thus the mgf ofiil + X5 )J;X3 at t is, ( )
fON L 68,8, + B, ), 3B,(B, + B, 3B, B,
M) = = s~ 21, =30) (e 20 -30) o~ Nt =30) e, 30)

Note that the mgf exists for ¢ < min {a] ,%,%}

Resolving the first three terms into partial fractions and simplifying we get
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M*(t)z 6/, (ﬂl +p, )al _ 24p, (ﬂ] + 5, )a]
(B, + B5)3B +2B: Moty =1) - (B, + B N3P, + B e, —21)
54ﬁ1 (ﬂ] +ﬂ2)0!] + _6ﬁ1 (ﬁz +ﬁ3) + 9ﬁ1 (ﬂz +ﬁ3)
(3ﬁ2 +2, )(3ﬁ2 + 55 )(053 3t) (3ﬁ2 + B, )(0‘2 - 2t) (3ﬁ2 + B, )(0‘3 - 3t)
-3p,a, " 9B,a, " Bs
BB 28 e —2) BB+ 26, %) (-3
Let us express the mgf as the weighted average of three exponential mgfs.

petme 1,0)={ 1| 0=+~ 2 ana 0)=(1- 2]

i 2 Qa,

Then M*(t) =wM, (t)+ w,M, (t)+ w,M, (t), where
o OBB+B) 3P
LB+ B )38, +2B,) (38, +28;)
o BB+ P —6Bi(B+B)
(BB 3B+ By, (3B, + B,
o BB B OB(BtB) 9B ﬁ3
Y38, +2B, )38, + By (3B, + By )ty (3ﬁ2+2ﬁ3)a3

It can be verified that w, + w, +w, =1.

and

3
Therefore, the reliability function R Zw exp a / i } t>0, and the MTBF ZZi w, lo, .

i=l1
5.2 Parallel system

Consider a three unit parallel system with component failure times X, X,, X, respectively.
Then the system failure time is 7 =Max X, .

1<i<3

The distribgtion functE)n of T at X 1s
G(x) =1- F(x,0,0) - F(O, x,O) - F(0,0, x) + F(x, x,O) + F(x,O, x) + F(O, X, x) - F(x, X, x)
Therefore the reliability function of the system is,

= iexp(— ljt)— iexp{— (A=A, )t} +exp(=At), t>0.
i=l1 i=l1

The MTBF is

w

w
[a—y

1
MTBF = E =
i=1 A; i=1 (/1_

1

_I_
> |

5.3 Series system

Consider a three unit series system with component failure times X, X,, X, respectively. Then the
system failure time is 7'=Min X,.

1<i<3
The reliability function is R(z) = F(z,z,1)
= exp{— ﬂ,t}, t>0.

92



B. Chandrasekar, S. Amala Revathy- REGRESSION EQUATIONS FOR MARSHALL-OLKIN
TRIVARIATE EXPONENTIAL DISTRIBUTION AND RELIABILITY MEASURES OF RELATED (Vol) 2015 Decener
THREE-UNIT SYSTEMS

MTBF:L.

At
5.4 Relay system

A three component relay system operates if and only if component 1 and at least one of the
remaining two components operate. The system failure time is T = X; * (X, V X3). (Barlow and
Proschan, 1975). It seems natural to assume that X, and X3 are identically distributed. Thus we
assume that

Fx,,x,,x5) = expl{= A, = A, (00, +x3) = A, (0, v x5 + 3, v xy )= Ay (36, Vx5 )= Ao (3, v X, v x, )}
Note that (X, X,) and (X;, X3) are identically distributed.

The reliability function is

R(t)= F(1,1,0)+ F(1,0,)— F(z,1,¢)

=2exp{— (A + A, + 24, + Ay + Ay} —expi= (4, + 24, + 24, + A,y + A, Jt}, t>0.

The MTBF is

MTBF = 2 - !

(A + 2, +24, + A + A1) (A +24, + 22, + Ay + Ay )

(A 432, 424, + Ay + Ay
(/1] +/12 +2/1]2 +/123 +/1]23 )(/1] +2/12 +2/1]2 +/123 +/1]23)

REFERENCES

Arnold, B.C., (1968). Parameter estimation for a multivariate exponential distribution. J. Amer.
Stat. Assn. 63, 848—852.

Barlow, R. E. Proschan, F. (1975), Statistical Theory of Reliability and Life Testing:Probability
models, Holt, Rinehart and Winston Inc., New York.

Bemis, B.M., Bain, L.J. and Higgins, J.J., (1972). Estimation and hypothesis testing for the
parameters of a bivariate exponential distribution. J. Amer.Stat.Assn. 67, 927-929.

Bhattacharya, G.K. and Johnson, R.A. (1973). On a test of independence in a bivariate exponential
distribution. J.Amer.Stat.Assn. 68, 704-706.

Marshall, A.W. and Olkin, I. (1967). A multivariate exponential distribution. J. Amer.Stat. Assn.
62, 30-44.

Proschan, F and Sullo, P. (1976), Estimating the parameters of a multivariate exponential
distribution. J. Amer.Stat. Assn., 71,465-472.

Samanta. M. (1983). On tests of independence in a trivariate exponential distribution. Statistics &
Probability Letters, 1, 279-284.

93



