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“COLORING” OF MAP BY FINITE NUMBER OF COLORED POINTS 
 USING FUZZY RECTANGLES  

*G. Tsitsiashvili, **M. Osipova
IAM FEB RAS, FEFU, 

Vladivostok, Russia, 

e-mails: *guram@iam.dvo.ru, mao1975@list.ru

ABSTRACT 

In this paper an algorithm of a map “coloring” by a finite number of color points is constructed. This 
algorithm is based on the procedure of the interval images recognition and on the algorithm of a construction 
of a fuzzy rectangle. It is significantly simpler and compact than the triangulation procedure using in the 
mapping. 

Keywords: a fuzzy rectangle, an interval images recognition, a polygon triangulation, a classification 
algorithm, a mapping problem. 

1. INTRODUCTION

In this paper an algorithm of a map “coloring” by a finite number of color points is
constructed. This algorithm is based on a concept of fuzzy rectangles [1-7]. For any color point 
surrounding internal and external rectangles are built. The rectangles containing points with same 
colors coincide or do not intersect. If these points have different colors then their internal rectangles 
do not intersect and their external rectangles may intersect only if they correspond to points with 
different colors. But membership functions connected with intersecting rectangles are conformed. 
Conformation algorithm is based on the interval images recognition procedure [8]. It is much 
simpler and compact than the triangulation procedure using in the mapping. 

2. INTERNAL AND EXTERNAL RECTANGLES

A main idea of [1] in a construction of multidimensional segments (rectangles) is a dividing
of recognized class of objects into subclasses. An each subclass is accorded to some external and 
embedded in it internal multidimensional segments. Segments accorded to different subclasses of a 
same class do not intersect (or intersect on a set with zero Lebesgue measure). Internal segments 
accorded to different classes also do not intersect (or intersect on a set with zero Lebesgue 
measure). 

Assume that there is a finite set of vectors on a plane 
ܼଵ = ൫(ݔଵଵ, ,(ଶଵݔ ݆ଵ൯, … , ܼ௡ = ൫(ݔଵ௡ , ,(ଶ௡ݔ ݆௡൯, 

−∞ < ௜௞ݔ < ∞, ݅ = 1,2, ݆௞ ∈ {1,… ,݉}, ݇ = 1, … , ݊. 

If real numbers ܿ, ݀		coincide then the interval (ܿ, ݀) = ∅	. The coordinates ݔ௜௞	 characterize a 
displacement of the point ܼ௞ on the plane and the coordinate ݆௞  is the number of the class to which 
this point belong (the color of the point). Assume that the set {ݔ௜ଵ, … , ,{௜௡ݔ ݅ = 1,2, consists of 
different numbers. Denote ௦ܲ = {݇:		݆௞ = ௦ܳ ,{ݏ = {݇:		݆௞ ≠  .{ݏ

Internal and external one dimensional segments. Fix the index ݅ and put ݇ ∈ ௦ܲ, denote 

ܽ௜௞ = min൫ݔ௜௧:		ݔ௜௧ ≤ ݐ			,	௜௞ݔ ∈ ௦ܲ	, ௜௧ݔ	 ≤ ௜௤ݔ ≤ ௜௞ݔ ⟹ ݍ ∈ ௦ܲ൯, 
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௜ܾ௞ = max൫ݔ௜௧:		ݔ௜௧ ≥ ݐ			,	௜௞ݔ ∈ ௦ܲ	, ௜௧ݔ	 ≥ ௜௤ݔ ≥ ௜௞ݔ ⟹ ݍ ∈ ௦ܲ൯, ܽ௜௞ ≤ ௜ܾ௞ , 

௜௞ܣ							 = max(ݔ௜௧:		ݐ ∈ ܳ௦	, ௜௧ݔ	 < ܽ௜௞),		ܤ௜௞ = min(ݔ௜௧:		ݐ ∈ ܳ௦	, ௜௧ݔ	 > ௜ܾ௞), ܣ௜௞ ≤ ௜௞ܤ 	. (1) 

Among the segments which contain the point ݔ௜௞ and do not contain points ݔ௜௧, ݐ ∈ ܳ௦, the segment 
[ܽ௜௞	, ௜ܾ௞] is maximal. Call it the internal segment. 

Theorem 1. The segments [ܽ௜௞	, ௜ܾ௞], [ܽ௜௞ᇱ	, ௜ܾ௞ᇱ]	, ݇ ≠ ݇ᇱ, coincide or do not intersect. 

The number			ܣ௜௞ 		can not be defined by the formula (1) if ݔ௜௞ = min(ݔ௜௧: 1 ≤ ݐ ≤ ݊). Then 
put ܣ௜௞ = min(ݔ௜௧:		1 ≤ ݐ ≤ ݊) = ௜௞ܤ ௜. Analogously the numberܣ  cannot be defined by the 
formula (1) if ݔ௜௞ = max(ݔ௜௧:		1 ≤ ݐ ≤ ݊) . Then put ܤ௜௞ = max(ݔ௜௧:		1 ≤ ݐ ≤ ݊) =  .௜ܤ

Among segments which contain the point ݔ௜௞ and do not contain points ݔ௜௧, ݐ ∈ ܳ௦, the 
segment [ܣ௜௞	, ,	௜௞ܣ] ௜௞] is maximal. Callܤ ௜௞ and [ܽ௜௞ݔ ௜௞] the external segment containingܤ 	, ௜ܾ௞] ⊆
,	௜௞ܣ]  .[௜௞ܤ

Theorem 2. If ݆௞ = ݆௞ᇱ, 	݇ ≠ ݇ᇱ then the segments [ܣ௜௞	, ,	௜௞ᇱܣ] ,[௜௞ܤ  ௜௞ᇱ] coincide or have generalܤ
boundary point. If ݆௞ ≠ ݆௞ᇱ then these segments cannot coincide but may intersect and each point of 
this intersection contains no more than in two different segments. 

Proofs of Theorems 1, 2 are based on elementary logic-geometric considerations. 
Rectangles surrounding dedicated points. Define internal and external rectangles surrounding the 
point ݔ௜௞ by the equalities 

[ܽଵ௞	, ܾଵ௞]⨂[ܽଶ௞	, ܾଶ௞], [ܣଵ௞	, ܾଵ௞]⨂[ܣଶ௞	,  .[ଶ௞ܤ

Theorem 3. The rectangles [ܽଵ௞ 	, ܾଵ௞]⨂[ܽଶ௞	, ܾଶ௞], [ܽଵ௞ᇱ	, ܾଵ௞ᇱ]⨂[ܽଶ௞ᇱ	, ܾଶ௞ᇱ], ݇ ≠ ݇ᇱ, coincide or 
do not intersect. 

Theorem 4. The rectangles [ܣଵ௞	, ,	ଶ௞ܣ]⨂[ଵ௞ܤ ,	ଵ௞ᇱܣ] ,[ଶ௞ܤ ,	ଶ௞ᇱܣ]⨂[ଵ௞ᇱܤ ଶ௞ᇱ], ݆௞ܤ = ݆௞ᇱ, ݇ ≠ ݇ᇱ 
coincide or intersect on a set with zero Lebesgue measure (by pieces of their boundaries). 

The statements of Theorems 3, 4 directly follow Theorems 1, 2. 

Theorem 5. The rectangles [ܣଵ௞	, ,	ଶ௞ܣ]⨂[ଵ௞ܤ ,	ଵ௞ᇱܣ] ,[ଶ௞ܤ ,	ଶ௞ᇱܣ]⨂[ଵ௞ᇱܤ ଶ௞ᇱ], ݆௞ܤ ≠ ݆௞ᇱ, ݇ ≠ ݇ᇱ, 
cannot coincide but may intersect. An each point of such intersections may belong no more than to 
two different rectangles. 

Proof. Fix k and put ݏ = ݆௞. By a definition in the sets 
[ܽଵ௞	, ܾଵ௞]⨂[ܽଶ௞	, ܾଶ௞], [ܣଵ	, ,	ଵ௞]⨂[ܽଶ௞ܣ ܾଶ௞], [ܤଵ௞	, ,	ଵ]⨂[ܽଶ௞ܤ ܾଶ௞], 	 

[ܽଵ௞	, ܾଵ௞]⨂[ܣଶ	, ,	ଶ௞], [ܽଵ௞ܣ ܾଵ௞]⨂[ܤଶ௞	,  [ଶܤ

only points ܺ௧ = ,ଵ௧ݔ) ଶ௧) satisfying the equality ݆௧ݔ =  may contain. In the sets ,ݏ
,ଵ௞ܣ) ܽଵ௞) ,ଶܣ]	⊗ ଶ], (ܾଵ௞ܤ , ,ଶܣ]	⊗(ଵ௞ܤ ,ଵܣ] ,[ଶܤ [ଵܤ ⊗ ଶ௞ܣ) , ܽଶ௞), [ܣଵ, [ଵܤ ⊗ (ܾଶ௞ ,  (ଶ௞ܤ

there are not points ܺ௧ , 1 ≤ ݐ ≤ ݊. Consequently the rectangles 
,	ଵ௞ܣ] ܽଵ௞]⨂[ܽଶ௞	, ܾଶ௞], [ܾଵ௞ 	, ,	ଵ௞]⨂[ܽଶ௞ܤ ܾଶ௞], [ܽଵ௞	, ܾଵ௞]⨂[ܣଶ௞ 	, ܽଶ௞], [ܽଵ௞ 	, ܾଵ௞]⨂[ܾଶ௞ 	,  [ଶ௞ܤ

contain in a single external rectangle [ܣଵ௞	, ,	ଶ௞ܣ]⨂[ଵ௞ܤ   .[ଶ௞ܤ
Define the sets 

ଵ௞ିܥ = ,	ଵܣ] ଵ௞ାܥ ,{ଶ௞ܣ}⨂[ଵ௞ܣ = ,	ଵ௞ܤ] ଶ௞ିܥ ,{ଶ௞ܣ}⨂[ଵܤ = ,	ଵܣ]  ,{ଶ௞ܤ}⨂[ଵ௞ܣ

ଶ௞ାܥ = ,	ଵ௞ܤ] ,{ଶ௞ܤ}⨂[ଵܤ ଷ௞ିܥ	 = ,	ଶܣ]⨂{ଵ௞ܣ} ଷ௞ାܥ ,[ଶ௞ܣ = ,	ଶ௞ܤ]⨂{ଵ௞ܣ}  ,[ଶܤ

ସ௞ିܥ = ,	ଶܣ]⨂{ଵ௞ܤ} ସ௞ାܥ ,[ଶ௞ܣ = ,	ଶ௞ܤ]⨂{ଵ௞ܤ} ,[ଶܤ ௣௞ܥ		 = ௣௞ାܥ ௣௞ିܥ⋃ , p=1,…,4.  
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In any set ܥ௣௞ ݌ , = 1, … ,4 there is only single point 	ܺ௧೛ೖ 	from the set  	{	 ଵܺ, … , 		ܺ௡}.		 	 And all 
these points (some of them may coincide) satisfy inequalities 	݆௧೛ೖ ≠   Construct now rectangles		.ݏ

ܴଵ௞ = ,	ଵܣ] ܽଵ௞]⨂[ܣଶ	, ܽଶ௞], ܮଵ௞ = ,	ଵܣ] ,	ଶܣ]⨂[ଵ௞ܣ ଶ௞], ܴଶ௞ܣ = ,	ଵܣ] ܽଵ௞]⨂[ܾଶ௞ 	,  ,[ଶܤ

ଶ௞ܮ = ,	ଵܣ] ,	ଶ௞ܤ]⨂[ଵ௞ܣ ,[ଶܤ 	ܴଷ௞ = [ܾଵ௞ 	, ,	ଶܣ]⨂[ଵܤ ܽଶ௞], ܮଷ௞ = ,	ଵ௞ܤ] ,	ଶܣ]⨂[ଵܤ  ,[ଶ௞ܣ

ܴସ௞ = [ܾଵ௞ 	, ଵ]⨂[ܾଶ௞ܤ 	, ସ௞ܮ ,[ଶܤ = ,	ଵ௞ܤ] ,	ଶ௞ܤ]⨂[ଵܤ ,[ଶܤ ௣௞ܮ		 ⊆ ܴ௣௞ , p=1,…,4,  

ଵܵ௞ = ,	ଵ௞ܣ] ܽଵ௞]⨂[ܣଶ௞	, ܽଶ௞], ܵଶ௞ = ,	ଵ௞ܣ] ܽଵ௞]⨂[ܾଶ௞ 	,  ,[ଶ௞ܤ

ܵଷ௞ = [ܾଵ௞ 	, ,	ଶ௞ܣ]⨂[ଵ௞ܤ ܽଶ௞], ܵସ௞ = [ܾଵ௞ 	, ଵ௞]⨂[ܾଶ௞ܤ 	,  ,[ଶ௞ܤ

By the definition of the external rectangle we obtain that for any point	ܺ௧ ∈ ݆௧	 ௣௞,ܮ	 ≠  the ,ݏ
inclusion [ܣଵ௧	, ,	ଶ௧ܣ]⨂[ଵ௧ܤ [ଶ௧ܤ ⊆
ܴ௣௞ 		is		true.			And	the	external	rectangle	[ܣଵ௧	, ,	ଶ௧ܣ]⨂[ଵ௧ܤ  ଶ௧] which has some internal point ofܤ
the rectangle ܵ௣௞  contains ܵ௣௞  completely. 

Prove now that internal points of the rectangle ܵ௣௞  may belong besides of 
,	ଵ௞ܣ] ,	ଶ௞ܣ]⨂[ଵ௞ܤ  ଶ௞] to no more than single another external rectangleܤ
,	ଵ௧ܣ] ,	ଶ௧ܣ]⨂[ଵ௧ܤ ,[ଶ௧ܤ 	݆௧ ≠ ݌ Consider the case .ݏ = 1, ݇ = 1 because in all other cases this 
statement may be verified similar. 

If for all t so that 	ܺ௧ ∈ ݆௧	 ଵ௞,ܮ ≠ we have that all ݆௧ ,ݏ 	coincide. then last statement is 
obvious. Assume now that ܺ௧ ∈ ݆௧	 ଵ௞,ܮ ≠ ,ݏ ଵܵ௞ ⊆ ,	ଵ௧ܣ] ଶ௧ܣ]⨂[ଵ௧ܤ 	, and there is ܺ௧ᇱ		ଶ௧]ܤ ∈  ,ଵ௞ܮ
so that		݆௧ᇱ ≠ ௧ᇱ݆ ,ݏ ≠ ݆௧ .		Then it is clear that [ܣଵ௧ᇱ	, ଶ௧ᇲܣ]⨂[ଵ௧ᇱܤ 	, [ଶ௧ᇲܤ ∩ ଵܵ௞ = ∅ because ݔ௧ᇱଵ <
,௧ଵݔ ௧ᇱଶݔ	 < ,ଵ,௞ܣ) and	௧ଶݔ ∋	(ଶ,௞ܣ 	 ,	ଵ௧ܣ] ,	ଶ௧ܣ]⨂[ଵ௧ܤ   ଶ௧]. Similar statements may be proved forܤ
internal points of the rectangles  

,	ଵ,௞ܣൣ ܽଵ,௞ 	൧⨂ൣܾଶ,௞ 	, ,ଶ,௞൧ܤ ൣܾଵ,௞, ଶ,௞ܣൣ⨂ଵ௞൧ܤ 	, ܽଶ,௞൧, ൣܾଵ,௞, ଵ௞൧⨂ൣܾଶ,௞ܤ 	,  		.ଶ,௞൧ܤ
So Theorem 5 is proved. 
 
3. CONSTRUCTION OF FUZZY SET FOR POINTS WITH IDENTICAL COLOR 

 
Without a restriction of a generality suppose that there are numbers 0 = ଴ܬ < ଵܬ < ଶܬ <

⋯ < ௠ܬ = ݊ so that ௦ܲ = {݇: ௦ିଵܬ	 < ݇ ≤ ௦}, 1ܬ ≤ ݏ ≤ ݉. From Theorems 3, 4 for fixed s the set of 
indexes {݇ ∈ ௦ܲ}	is divided into equivalence classes with elements which belong to coincident 
internal and external rectangles. 

Consider the case ݏ = 1 and suppose that appropriate equivalence classes are indexes sets 
{1, … , ݇ଵ}, {݇ଵ + 1,… , ݇ଶ},… , {݇௟ିଵ + 1,… , ݇௟ = ௜௤ߛ ଵ}. Denoteܬ = ܽ௜௞೜ , Γ௜,௤ = ௜௞೜ܣ ௜௤ߜ , = ௜ܾ௞೜ , 
Δ௜௤ = ௜௞೜ܤ . It is clear that Γ௜௤ ≤ γ௜௤ ≤ δ௜௤ ≤ Δ௜௤, ݅ = 1,2, 1 ≤ ݍ ≤ ݈. 

For fixed 	ݍ, 1 ≤ ݍ ≤ ݈, define the function	ߤ௤(ܺ), ܺ ∈  :ଶ, by conditionsܧ

a) ܺ ∈ ℬ௤, ℬ௤ = ൣγଵ௤ , δଵ௤൧⨂ൣγଶ௤, δଶ௤൧ ⇒ (ܺ)௤ߤ = 1 , 

b) ܺ ∉ ࣛ௤, ࣛ௤ = ൣΓଵ௤, Δଵ௤൧⨂ൣΓଶ௤, Δଶ௤൧ ⇒ (ܺ)௤ߤ = 0, 

c) assume that for 0 ≤ ߣ ≤ 1 the inclusion ܺ = ,ଵݔ) (ଶݔ ∈ Əܩఒ is true where Əܩఒ is the set 

ఒܩ =⊗௜ୀଵ
ଶ ൣγ௜௤ + ௜௤߁൫ߣ − γ௜௤൯, 	δ௜௤ + ൫Δ௜௤ߣ − δ௜௤൯൧, 

boundary then ߤ௤(ܺ) = 1 − ܺ and so for ,ߣ ∈ ࣛ௤\ℬ௤ = ⋃ Əܩఒ଴ஸఒஸଵ	  

(ܺ)௤ߤ                                              = 1 − max
ଵஸ௜ஸଶ

max ቂ ೣ೔షಋ೔೜
	౳೔೜షಋ೔೜

, 	 ೣ೔షಌ೔೜౴೔೜షಌ೔೜
ቃ.                                              (2) 
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From the equality (2) obtain 

(ܺ)௤ߤ																						  ≤ 1 − ௫೔ିఊ೔೜
	௰೔೜ିஓ೔೜

, 	Γ௜௤ ≤ ௜ݔ ≤ γ௜௤ (ܺ)௤ߤ  ;	 ≤ 1 − ௫೔ିஔ೔೜
୼೔೜ିஔ೔೜

, δ௜௤ ≤ ௜ݔ ≤ Δ௜௤ . (3) 

Define now the fuzzy set which denotes an inclusion of the point ܺ = ,ଵݔ)  ଶ) into one ofݔ
constructed external rectangles	ൣΓଵ௤, Δଵ௤൧ ⊗ ൣΓଶ௤, Δଶ௤൧, 1 ≤ ݍ ≤ ݉ [2]. As these external rectangles 
intersect only on pieces of their boundaries where appropriate functions equal zero then it is 
possible to define the membership function of this fuzzy set by the equality	ߤ(ܺ) = ∑ ௟	௤(ܺ)ߤ

௤ୀଵ . 

 

4. CONSTRUCTION OF FUZZY SETS FOR POINTS WITH DIFFERENT COLORS  
                                          USING MAP BACKGROUND 

 
For any ݏ ,ݏ = 1,… ,݉, we constructed a fuzzy set with a membership function ߤ௦(ܺ) of the 

point ܺ . 
Theorem 6. The following inequality 

 ∑ (ܺ)௦ߤ ≤ 1	௠
௦ୀଵ ,		ܺ ∈   ଶ, (4)ܧ

takes place. 

Proof. To prove the inequality (4) it is necessary to use Theorem 5 with its designations and proof 
and to estimate the function ∑ ௠	௦(ܺ)ߤ

௦ୀଵ 	for ܺ ∈ ଵܵ௞ . In this case 
                                                     ∑ ௠	௦(ܺ)ߤ

௦ୀଵ = (ܺ)௦ߤ +   (ܺ)௝೟ߤ
where from the formula (3) we have 
(ܺ)௦ߤ																																																 ≤ 1 − ௫భିୟభೖ

	୅భೖିୟభೖ
, (ܺ)௝೟ߤ	 ≤ 1 − ௫భି୅భೖ

	ୟభೖି୅భೖ
.                                                                                         

So the inequality (4) is true. Theorem 6 is proved.  

At the end of this considerations denote ߤ଴(ܺ) = 1 − ∑ ௠	௦(ܺ)ߤ
௦ୀଵ 	and call this nonnegative 

difference the membership function of the fuzzy set which describes a background of the map. 
Consequently on a base of an information about the finite set of colored points on a plane we 
construct fuzzy sets which define coloring of the map.  
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ABSTRACT 
 

The paper concerns the verification of the existing Software reliability models and their comparison to a 
new one based on the theory of Software system dynamics. A statistically significant number of observations 
over the process of fault detecting in the fifty different Software systems has been used for the verification. 
The results of comparison of estimation correctness of the nine most widely used reliability models to the 
new one based on the theory of Software system dynamics are represented. It has been proven the Software 
system dynamics model provided 2,7 times higher correctness of reliability estimation than the existing 
reliability models. 

1 INTRODUCTION 
The problem of providing and forecasting the Software reliability of informational systems 

is one of the most up to date in the modern program engineering. Nowadays the cost of  program 
failure can be measured not only in million dollars but also in million human lives. Since the 
modern informational technologies have extensively entered all spheres of our life the majority of 
mankind becomes in a sense a hostage of its own creature – Software systems. These systems are 
relied on a considerable amount of functions of control in traffic, communications, power, 
economy, defense and other areas control. In order to immobilize a big city activity a failure in a 
system of control dealing with the work of traffic lights in its main transport lines is enough. The 
consequences of computer errors in mobile communications and power systems are much more 
dramatic. And a nuclear reactor management system failure at the nearby power station can be 
catastrophic for all the continent. 

     So the creation of the reliable computer systems and further keeping their reliability 
during operation is of vital importance. A new and comparatively young trend in the reliability 
theory – Software reliability (SR) – deals with estimation and forecasting the Software system 
reliability. Its task is to develop the theoretical base of software reliability as well as models, 
methods and practical technology for Software resources reliability determination.  

2 THE PROBLEM NOWADAYS  

At present there exist about twenty different Software reliability models (SRM). Such an 
abundance conditions the necessity to classify them, and now we have got several schemes of 
classification. The most popular one has been proposed by J.D.Musa and Okumoto [1]. It 
distinguishes such characteristics as: 

    — Model time. It determines a time counting system applied to the Model — either actual 
astronomic (calendar) time or processor time, spent on the work with the given Software by the 
moment of fault detection. 

    — Model category. It determines the amount of faults which can be detected when 
investigation time is infinite. According to this characteristic all models are classified into finite and 
infinite. 

    — Model type. It determines the probability distribution of random event occurrence, fault 
detection in our case. Two types of distribution are used in the models of reliability: the Poisson 
distribution and binomial distribution. 
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     — Model class. This characteristic is only used for finite category models and determines a 
type of function describing the law of intensity change of fault appearing. 

     — Family. This characteristic is only used for infinite models and possesses the same 
meaning as the characteristic “class” for finite ones. 

     In the above classification a particular attention should be focused on such a characteristic as 
“model time” because it is a principal factor. First of all a time counting system is different for an 
individual analyzing Software systems and for an analyzed Software itself. A human lives in his 
(her) own time counting system breaking the stream of time into habitual time intervals – years, 
months, days, hours, etc. For a human being the time is uninterrupted. From the viewpoint of a 
Software system – if we are trying to imagine ourselves a program system – all events happen in 
absolutely another way. Assume a researcher detected and eliminated a program fault in the evening 
of November, 25, 2011 at 20 o’clock according to the local time. We see it is a natural way of time 
counting for a human. Assume the 25th of November is Friday and after fault detection and 
elimination the computer has been off over Saturday and Sunday. So the analyzed system was run 
and started operating only at 8 o’clock in the morning on Monday. The next fault was detected by 
the same researcher at 9 o’clock in the morning on Monday, November, 28. What is the time 
interval between these two sequential detections? From the human viewpoint it is 61 hours. And 
what is it for a Software system (SS)? While the computer was off the Software system was not 
downloaded in the memory and executed. It is possible to say that over sixty hours the system did 
not exist in general and all the processes in it were stopped! It “immersed itself in suspended 
animation” at 20 o’clock on Friday and “raised again” at 8 o’clock on Monday morning. So from 
the viewpoint of the system (you understand here we are trying to make the system “human” and 
suppose that it is able to have its own opinion) the period of time between two fault detections is an 
hour. We have proven that SS time was discontinuous and consisted of separate intervals during 
which it was active. 

     We can ask the question: what time is more correct in estimating the hazard rate?  Certainly, 
the system operation time, i.e. the processor time. But when using for astronomical time modeling, 
the cumulative curve has gaps on the axis of abscess. The data of the axis of abscess (time) have 
changed, and the ones of the ordinate axis (cumulative fault number) have not. It makes a false 
impression of dissimilar fault detection rate which distorts the modeling results and decreases the 
prediction ability of the model. It can be clearly seen in the diagram represented in Fig.1.  

 
Fig. 1. The cumulative curve gaps in using the astronomical time 

 

Cumul. fault 
number 

Time 
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The data for the diagram have been taken from the appendix for [14] (Chapter 4, file Csr2.dat). 
Along the axis of abscess the moments of time are represented (the scale is not mentioned in the 
literature), along the ordinate axis – the cumulative fault number. 

In the diagram we can see several gaps of mentioned type. For example, take the beginning site 
of the curve before the first gap. According to the diagram the initial point of the curve has got the 
coordinates (0, 0), а конечная –  (14500, 76). Thus for 14500 time units 76 faults are detected, the 

average rate of detection is 00520
14500

76 ,  fault per time unit. Then the curve demonstrates 

another distinct gap – the point has got the coordinates (24500, 78), i.e. for the next 10000 time 

units only two faults are detected. The fault detection rate in this site equals 00020
10000

2 ,  fault 

per time unit, i.e. 26 times less than in the previous one! As we see in the diagram the fault 
detection rate is abruptly restored to its original value in the next third site again. It is obvious that 
the jumps of detection rate of such kind cannot be explained by anything but the ordinary 
interruptions in observation. 

     If the processor time were used the mentioned gap would not appear in spite of the 
interruption conditioned by some subjective factors. It is necessary to note though the instruction 
provides the astronomical time application in the model, the processor time can be used as well. 
And all the mathematical formula and equations remains the same. 

     In order to estimate the correctness of reliability index modeling the examination of the most 
popular models belonging to different branches of the described classification has been carried out. 
Let us consider the main characteristics of these models. 

     1. Jelinski-Moranda’s Model [2]. Time – astronomical; category – finite; type – binomial; 
class – exponential. Assumptions: failure intensity is proportional to the actual fault number in the 
program and remains constant in the time interval between any two neighboring moments of fault 
detecting; detection of all the faults in the program is equiprobable and independent; all the faults 
have got similar degree of importance; time until the detection of the next Software fault is 
distributed exponentially. 

     2. Goel-Okumoto’s Model [3]. Time – astronomical; category – finite; type – Poisson; class 
– exponential. Assumptions: all the SS faults are mutually independent; the detected faults are 
eliminated immediately; the fault detection process is a stream of homogeneous events and has got 
the Poisson distribution. 

     3. Schneidewind’s Model [4]. Time – astronomical; category – finite; type – Poisson; class – 
exponential. The main distinctive peculiarity of this model – the failure intensity determining in the 
later time is supposed to be more correct for  prediction of the further process development than the 
one measured at the earlier stages. Assumptions: the fault number in the given time interval is 
independent on the fault number in the other intervals; the detected fault number  decreases from 
interval to interval; the failure intensity is proportional to the fault number detecting at that exact 
moment. 

     4. Musa’s Model [5]. Time –processor; category – finite; type – Poisson; class – exponential. 
Assumptions: the fault detection process is the Poisson process; the fault detection is proportional to 
the number of faults which  were not detected yet. 

     5. Weibull’s Model [6]. Time – processor; category – finite; type –binomial; class – 
exponential. Assumptions: at the initial moment of observation there is a finite number of faults in 
SS; time before the fault detection is a stochastic value having  probability subjected to Weibull 
distribution. 

     6. S-form Model [7]. Time – processor; category – finite; type – Poisson; class – gamma 
distribution. Assumptions: the fault detection process is the Poisson process; in detecting a fault it is 
immediately eliminated without entering new ones.  
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7. Duan’s Model [8]. Time – astronomical; category – infinite; type – Poisson; family – gamma 
distribution. Assumptions: the cumulative fault detection is the Poisson process with the function of 
distribution     tt , where    and    –  are positive numbers.  

8. Moranda’s Geometrical Model [9]. Time – astronomical; category – infinite; type – Poisson; 
family – exponential. Assumption: the failure intensity is a geometric progression   1iDt   
with denominator 10  ; the probability of detection of every certain fault is subjected to the 
exponential distribution law.  

9. Musa-Okumoto’s Logarithmic Model [10]. Time – astronomical; category – infinite; type – 
Poisson; family – exponential. Assumption: the failure intensity is decreased over time according to 
the exponential law; the fault detection process is the Poisson process. 

10. Software System Dynamics (SSD) Model. The SSD theory fundamentals have been 
developed in [11] and [12] as an absolutely new deterministic approach to formulating the 
reliability parameters taking into account the secondary fault influence. SSD is different from the 
existing Software reliability theory because it is not based on the probability theory but on the non-
equilibrium process theory, and it does not consider the fault appearing in Software system as an 
occasional event but as a result of deterministic fault flow impact. 

SSD is based on the following assumptions: 
1. SS is an open non-equilibrium system that interacts with its subject area ac-cording to the 

laws of the non-equilibrium processes. This is a new point of view on the program system. It is 
assumed that the properties of a software system are similar ones of other open systems. 

2. The state of the SS is characterized by a special state function f(t) – the number of the 
defects containing in it. Here it means the number of primary or secondary defects. 

3. Disappearing and appearing the defects in the SS is the result of the joint action of the direct 
(outcoming) and reverse (incoming) defect flows. It is implied that the primary defects are removed 
from the system by the direct flow and secondary defects are appeared in the system as a result of 
the reverse flow. 

4. The intensity of each flow is proportional to the number of defects that this flow forms. This 
is a basic principle of the non-equilibrium processes theory. For a software system, this principle 
means that the reduction the number of defects causes the decrease of their detection rate. 

5. All defects are equivalent, and participate in the formation of the flow in the same way, 
regardless of the causes, location, and type of defect (the principle of equivalence). 

6. Function f(t) is differentiable on the whole domain (the principle of continuity). 
The basic concept SSD is the one of software defect flows. Each defect is considered as an 

integral part of the total flow, which obeys not the laws of the probability theory but the laws of 
identification and evolution of flows in non-equilibrium systems. The identification of the defect 
flows in the SS is shown in Fig. 2. 

In the SS operation defects are the causes that the result which is produced by SS does not 
correspond to the result expected by the subject area. This discrepancy is detected by the user which 
is in contact with the SS on the one hand and with its subject area on the other. Thus, firstly the user 
acts as an error detector, and secondly – a kind of "contact surface" between the SS and its subject 
area. We assume that the user is ideal, that is, he detects and records each defect at the time of its 
identification.  

In the process of correcting the defect disappears from the SS due to changes made in its code. 
This disappearance can be supposed as a result of the of defects removal from the SS. Considering 
this process in time, we obtain the flow of defects from the SS through the "contact surface", i.e. the 
user. This flow is shown by arrows "Detection" and "Correction" in Fig. 2. 

It is possible to insert additional "secondary" defects in the process of correcting defects in the 
SS. The process of inserting the secondary defect may be regarded as the second, counter-flow of 
defects, which operates in the direction from the subject area to the SS. 



Dmitry A. Maevsky, Elena J. Maevskaya, Oleg P. Jekov, Ludmila N. Shapa – VERIFICATION OF THE SOFTWARE RELIABILITY MODELS 

 
RT&A # 03 (34)  

(Vol.9) 2014, September 
 

 

18 

 
Fig. 2. Defect emergence in the SS 

 
We will numerically characterize the flow of defects by the rate (intensity) of the flow, which 

can be determined by hypothesis 6 (principle of continuity). Taking into account the outcoming 
flow only, SS is characterized by the number of defects, which are contained in the system – 
coordinate f1(t). The defects leave the system for the subject area. It has just one degree of freedom, 
and is described by the differential equation of first order. In the case of taking into account of  the 
second process  (insertion of secondary defects), its coordinate is their current number – f2(t). Thus 
we obtain two coordinates – f1(t) and f2(t).  SS in this case is a system with two degrees of freedom 
and described by differential equations of second order. 

SSD is describes by the following autonomous system of differential equations: 













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dt
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fAfA
dt
df

2

1

 

 She’s solution allows to determine the time variation of the primary and secondary defects 
existing in SS: 

 tAhosceFf t-A1
201   

 tAhinseFf tA
2 20

1    

The presented mathematical equations give the opportunity to estimate the number of the 
primary and secondary faults in the Software system and carry out a comparative analysis of 
correctness of the described reliability models. 

3 THE RESULTS OF INVESTIGATION 
As the  initial data for the described reliability model verification we have used the data of the 

fault detection process analyzed in fifty different-type Software system. All of them were scripted 
in different computer languages and have got different functions.  The information about these 
systems are given in Table 1. All the used series are inhomogeneous:  because of the changes 
making in the system the law of fault detection curve changes is different over time. That is why in 
order to increase the correctness each of the series have been divided into sites with the help of the 
unchangeable law of fault detection. 

 
 
 

Software 
System 

(SS) 

Subject Area 

Detection 

Creation 

Correction 
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Table 1 

№ Data Sources Information  
Number 

of 
points 

Numb 
er of inter 

vals 

1 [13] OS «Android», 
version 2.3 765  

2 [14], Chapter 4, file Csr1.dat No data 397  
3 [14], Chapter 4, file Csr2.dat No data 129  
4 [14], Chapter 4, file Csr3.dat No data 104  
5 [14], Chapter 4, file  SS3.dat No data 278  
6 [14], Chapter 4, file  Sys1.dat  No data 136  
7 [14], Chapter 7, file  Sys1.dat No data 136  
8 [14], Chapter 7, file  Sys2.dat No data  86  
9 [14], Chapter 7, file  Sys3.dat No data 207  
10 [14], Chapter 7, file  J1.dat  No data 62  
11 [14], Chapter 7, file  J2.dat  No data 181  
12 [14], Chapter 7, file  J3.dat No data 41  
13 [14], Chapter 7, file  J4.dat No data 114  
14 [14], Chapter 7, file  J5.dat No data 73  

15 [14], Chapter 8, file 8.txt Multiprocessor 
System 186  

16 [14], Chapter 9, file Odc1.dat Large IBM Project 1207  
17 [14], Chapter 9, file Odc3.dat No data 400  
18 [14], Chapter 10, file S2.dat No data 54  
19 [14], Chapter 10, file S27.dat No data 41  
20 [14], Chapter 10, file SS4.dat No data 197  

21 [14], Chapter 10, file SS1.dat The Language of 
Assembler 81  

22 https://github.com /AArnott/dotnetopenid C# 55 5 
23 https://github.com /activescaffold/active_scaffold Ruby 97 7 
24 https://github.com /adamzap/landslide Python  89 9 
25 https://github.com /addyosmani/backbone-fundamentals JavaScript 25 3 
26 https://github.com /AFNetworking/AFNetworking Objective-C 155 12 
27 https://github.com /ai/r18n Ruby 36 5 
28 https://github.com /akzhan/jwysiwyg JavaScript 194 18 
29 https://github.com /alankligman/gladius JavaScript 43 6 
30 https://github.com /AlanQuatermain/AQGridView Objective-C 88 11 
31 https://github.com /alecgorge/jsonapi Java 111 15 
32 https://github.com /alohaeditor/Aloha-Editor JavaScript 391 27 
33 https://github.com /amatsuda/kaminari Ruby 191 11 
34 https://github.com /andreasgal/B2G Rust 136 13 
35 https://github.com /andreasronge/neo4j Ruby 112 14 
36 https://github.com /andrewplummer/Sugar JavaScript 88 15 
37 https://github.com /andris9/Nodemailer JavaScript 50 6 
38 https://github.com /andymatuschak/Sparkle Objective-C 132 5 
39 https://github.com /antirez/hiredis C 70 11 
40 https://github.com /apneadiving/Google-Maps-for-Rails Ruby 138 12 
41 https://github.com /Araq/Nimrod Nimrod 91 10 
42 https://github.com /arsduo/koala Ruby 160 19 
43 https://github.com /asual/jquery-address C# 126 18 
44 https://github.com /away3d/away3d-core-fp11 JavaScript 195 28 
45 https://github.com /bartaz/impress.js Java 65 12 
46 https://github.com /BaseXdb/basex JavaScript 271 23 
47 https://github.com /Baystation12/Baystation12 No data 302 39 
48 https://github.com /bbatsov/ruby-style-guide Ruby 73 12 
49 https://github.com /benbarnett/jQuery-Animate-Enhanced JavaScript 67 14 
50 https://github.com /bengottlieb/Twitter-OAuth-iPhone Objective-C 102 17 
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     We have counted 522 intervals with the same law of change of detected fault amount 
over time. Along all these intervals for the ten analyzed models both 5220 estimations of reliability 
are made and their correctness determined. The correctness is obtained according to standard 
deviation (SD) criterion observed and calculated with the help of the fault value model and SD 
value  dispersion for  different Software systems. SD values are calculated on the formula: 

 

n

ff
SD

n

1i

2
icio




  

where n is the number of points in series, fio is the observed value and fic is the calculated value. 
The results of comparing the reliability estimation correctness by different models are represented 
in Table 2. Besides this Table demonstrates the number of series (in percentage to the total number 
of series) unprocessed by each of the model, minimum and maximum SD values obtained for a 
model, the average value according to the model as well as the logarithm for dispersion. The 
analysis of the Table has shown that only two of the investigated nine models – SSD and S-form 
model – are able to carry out the reliability estimation for all of 522 time intervals. 
 

Table2. The Results of Verification 

Model SSD Jel.-
Mor NHPP Schne 

iderw. Musa  
Weib. S-form. Duan Moranda’s 

Geom 
Musa- 
Okum. 

Unprocessed % 0,00 54,2 15,9 36,8 55,6 0,96 0,00 28,2 9,4 70,9 

Min. SD 0,00 0,23 0,02 0,00 0,01 0,00 0,00 0,09 0,14 0,00 

Max. SD 54,5 379 800 928 246 559,7 245,9 996 556,3 417,8 

Aver. SD 1,5 12,1 18,7 26,5 4,1 5,3 4,5 25,3 7,8 10,3 

 2lg   3,37 7,59 8,47 8,75 5,91 6,86 5,75 9,09 7,27 7,72 

 
According to this index the worst is Musa-Okumoto’s Logarithmic Model that was not able 

to process almost 71 % intervals. According to the SD and dispersion value the best turns out SSD 
Model. It shows 2,7 times more correct results than Musa’s Model which takes the second place as 
to the correctness. According to the dispersion value SSD Model demonstrates two and more orders 
of magnitude less than the value of the other analyzed models. The results of verification are 
represented graphically in Fig. 3. 
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Fig. 3. The results of verification 

 
     In this diagram the solid part shows the SD values, and the hatch – the dispersion value 
logarithms. We have used the logarithmic scale for dispersion because its absolute values vary in 
orders from model to model. 
 
4 CONCLUSIONS 
 

Thus the verification results show that nowadays SSD Model is the best as to the correctness 
of reliability estimation by a model. The low dispersion values demonstrate the fact that SSD Model 
constantly shows the most correct results in all the analyzed Software and can be considered as a 
universal model. Besides a doubtless advantage of SSD Model lies in its capability to predict the 
appearing of secondary faults in a Software system. At present SSD is the only model which can not 
only take into account the secondary fault impact but also foresee their number. 
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CONFIDENCE LIMITS ON PERCENTILES BASED ON TEST RESULTS WITH A FEW 
FAILURES – NON-PARAMETRIC VERSUS EXPONENTIAL 

 
Mark P. Kaminskiy 

 
ABSTRACT 

 
The non-parametric lower confidence limits on percentiles in the classes of continuous and 

increasing failure rate distributions are compared to their parametric exponential counterpart for the 
Type II censored data.  In opposite to the common belief that non-parametric estimation procedures 
are always less effective than analogous parametric procedures, in the considered case, it turns out 
that the non-parametric procedures provide either better or the same confidence estimates.  In a 
particular case, when the data include only one uncensored observation (failure) and all three 
estimates (in the classes of continuous distributions, increasing failure rate distributions and the 
exponential distribution) exist, the respective three lower confidence limits on percentiles coincide.  
 
Index Terms -- Confidence limits on percentiles, parametric estimation, non-parametric estimation, 
Type II censoring, reliability test planning  
 
Acronym1 
CDF cumulative distribution function 
IFR increasing failure rate 
 
Notation 
F(t) time to failure CDF 
γ confidence probability 
p quantile level,  100p percentile level 
tp 100p percentile of time to failure 
τp(γ) lower γ confidence limit on tp 
Ix(a, b) incomplete beta function 
nmin(p, γ) minimal sample size needed to estimate τp(γ) 
En(x) function rounding x up to the closest integer 
F(x, k) CDF of χ2 distribution with k degrees of freedom 

)(2 k  γth quantile of Chi-square distribution with k degrees of freedom 

Γ(m) Gamma function  
gamma(l, z) lower incomplete Gamma function 
 

1. INTRODUCTION 
The lower confidence limit on the 100pth percentile (or pth quantile, or quantile of level p) 

is one of the most popular reliability measures.  The random variable τp(γ) is the lower γ confidence 
limit (γ = 1 – α) on the 100pth percentile tp, if these quantities satisfy the following relationship: 

  


















)(

1)(
p

ptFdPr     (1) 

where F(t) is the time to failure cumulative distribution function (CDF), and F(tp) = p.  

                                                        
1 The singular and plural of an acronym are always spelled the same. 
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The statistical procedures for constructing the lower confidence limits on percentiles are 
now available for the most popular lifetime distributions e.g., exponential, Weibull, and Lognormal. 
These procedures can be found in the popular books on statistical reliability engineering and 
lifetime data analysis; see for instance, Nelson [1], Lawless [2] , Kapur and Lamberson [3].  

Many modern hardware products are so reliable that reliability engineers often deal with the 
test data having a few distinct (uncensored) failure times, which makes the problem of reliability 
estimation under strong censoring an important practical matter.  

Another closely related problem is the reliability demonstration test planning. Based on the 
corresponding estimation procedures, the demonstration test planning related to the lifetime 
percentiles can be performed using the non-parametric as well as parametric approaches.  The 
respective software tools are realized in commercially available software systems, e.g. Weibull++ 
developed by Reliasoft. 

There is a common belief among reliability statisticians and engineers that non-parametric 
estimation procedures are always less effective than analogous parametric procedures.  In this 
paper, we are going to show that in the case of strong Type II censoring (failure terminated testing), 
the non-parametric procedures for the percentiles estimation provide either better or the same 
results as their exponential counterparts.  Note that the exponential distribution is still the most 
popular lifetime distribution in reliability engineering. 
 

2. NONPARAMETRIC LIMITS IN CLASS OF CONTINUOUS DISTRIBUTIONS 
 
The Type II censoring (the failure terminated testing) case is considered.  Let t(r) be the time 

to the rth failure observed during a test of a sample of n identical items.  The rth failure time (order 
statistic) t(r) is the lower γ confidence limit on the 100pth percentile tp in the class of continuous 
distributions, if its order number, r, satisfies the following inequality (Wilks [4]): 

           (2) 
 
where γ = 1 – α, and Ix(a,b) is the incomplete beta function, given by 
 


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and 0 ≤  x ≤ 1.  
 
In other words, if p, r, n, and γ satisfy inequality (2), then the lower γ confidence limit  
τp(n, r, γ) on the 100pth percentile tp is equal to the rth order statistic, i.e. 

τp(n, r, γ) = t(r)     (2-1) 
It should be noted that for practical applications, the left side of (2) must be as close to the right side 
as possible. 
 
Note also, that for given γ and p, there exists a minimal necessary sample size, nmin(p, γ), for which 
the time to the first failure t(1) is the lower γ confidence limit on  the 100pth percentile tp, i.e.,  

τp(nmin, 1, γ) = t(1).      (2-2) 
 Using relationship (2), this minimal sample size can be evaluated as 

 )1,( rnrI p
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
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






)1ln(
)1ln(),(min p

Epn n


     (3) 

where En(x) is the function rounding x up to the closest integer.  The En(x) function usually makes 
the confidence probability γ a little higher than one needs, which is illustrated by the following 
table. 
 
Table1.  Actual Confidence Probabilities for γ = 0.9 in Equation (3)  
Quantile level p nmin Actual γ (left side of (2)) 
0.1 22 0.902 
0.05 45 0.901 
0.01 229 0.900 

 
Note that, Equation (3) is often used in reliability demonstration test planning. 
 

3. PARAMETRIC LIMITS FOR EXPONENTIAL DISTRIBUTION 
 
Now let us assume that the TTF distribution is exponential.  Under this assumption, for the same 
Type II censored data,  one can also estimate the lower confidence limit on percentile, using the 
same sample of nmin(p, γ) identical items with the first and only failure at time t(1).    
 
Consider the well-known lower confidence limit on percentile τp(γ) of exponential distribution  for a 
Type II censored sample of size n with r uncensored failure times  
t(1) <   t(2) <  . . . < t(r).  This lower confidence limit is given by: 
 

 
)2(

)1ln(2),,( 2 r
pTrn nr

p





     (4) 

where 



r

i
rinr trntT

1
)()( )( is the total failure-free operation time accumulated by all items of the 

sample (total time on test), and )2(2 r is the γth quantile of Chi-square distribution with 2r degrees 
of freedom. 
 
In the particular case of r = 1, the lower γ confidence limit (4) takes on the following form: 

)2(
)1ln(2

),1,( 2
)1(




pnt
np


     (4-1) 

 
Now, we are going to show that, if the sample size n in the confidence estimate (4-1) is given by 
Equation (3), the confidence estimate (4-1) is reduced to t(1), i.e., τp(n, 1, γ) = t(1).  In other words, in 
this case, the nonparametric lower γ confidence limit on percentile coincides with its parametric 
(exponential) counterpart.  
 
Let F(x, k) be the CDF of χ2 distribution with k degrees of freedom, which is given by 

)2/(
)2/,2/();(

k
xkgammakxF


     (5) 

where Γ(m) denotes the Gamma function, and gamma(l, z) is the lower incomplete Gamma 
function, which is defined as 
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In our case of k = 2 (see Equation (4-1)), the CDF (5) is reduced to: 
2/1)2/,1()2;( xexgammaxF     (5-1) 

Using (5-1), the γth quantile of the Chi-square distribution with 2 degrees of freedom )2(2
 can be 

written as 
)1ln(2)2(2        (6) 

Replacing n and )2(2
 in (4-1) by the right sides of (3) and (6) respectively, one gets  

τp(n, 1, γ) = t(1),              (4-2) 
which proves that in the considered case, the exponential lower γ confidence limit on percentile (4-
1) coincides with its nonparametric counterpart in the class of continuous distributions.  
 

3. NONPARAMETRIC ESTIMATION IN CLASS OF IFR DISTRIBUTIONS 
 
The mentioned above minimal required sample size nmin(p, γ) can be a serious limitation to applying 
the non-parametric lower confidence limit in the class of continuous distribution (2).  This 
limitation stimulated obtaining the lower confidence limit in the narrower class of increasing failure 
rate (IFR) distributions by Barlow and Proschan [5, 6].   
 
For the Type II censored sample of size n with r uncensored failure times  
t(1) <   t(2) <  . . . < t(r) ,  the Barlow-Proschan lower confidence limit on the 100pth percentile of IFR 
distribution is given as 


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It is important to note that, if 
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the lower confidence limit for IFR distributions (7) coincides with the lower confidence limit for the 
exponential distribution (4).  On the other hand, it can be shown that, if   

nnr
p 11,
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)1ln(2min 2 
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





 


    (9) 

then the statistic t(r) order number r satisfies Inequality (2) with the same parameters n, p and γ 
(Kaminsky, [7]).  Thus, if condition (9) is satisfied, one has two competing non-parametric 
confidence estimates – one in the class of continuous distribution and another in the class of IFR 
distributions.   
 
At this point, an expected question is “which estimate is better, if Equation (9) holds?”  Below, we 
are going to show that the better lower confidence limit is the one given by Equation (2-1), which is 
applicable to any continuous time to failure distribution.  
 
If condition (9) is satisfied, according Equation (2-1), the lower γ confidence limit on the percentile 
tp in the class of continuous distributions exists as the rth order statistic t(r).  Under the same 
condition, according to Equation (7), the respective lower γ confidence limit on the percentile tp in 
the class of IFR distribution is given by 
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Comparing the right side of (2-1) with the right side of (10), one comes to conclusion that under 
condition (9) the lower γ confidence limit on percentile tp in the class of continuous distributions is 
better, as the one taking on a greater value compared to its IFR counterpart. Finally, it is easily to 
show that under condition (9), the exponential confidence estimate (given by Equation (4)) is worse 
compared even to the respective lower γ confidence limit on the percentile of IFR distributions 
(Equation (7)).   
 
If Equation (8) holds, the lower γ confidence limit on the percentile tp in the class of continuous 
distributions does not exist, i.e. the order number r of t(r) does not satisfy Inequality (2).  
Nevertheless, the respective IFR confidence limit on tp does exist and coincides with its exponential 
counterpart (4). 
 
We still have one case unconsidered.  It is the case when the sample size n is too small to construct 
the low γ confidence limit in the class of continuous distributions, and there is one failure in the 
sample, i.e. r = 1 and n <  nmin(p, γ).  In this case, Equation (8) holds, and the lower confidence limit 
for IFR distributions (7) coincides with the lower confidence limit for the exponential distribution 
(4).    
 

5.  CONCLUSIONS 
 
We have compared the procedure for constructing lower confidence limits for percentile of 

the exponential distribution with its non-parametric alternatives in the classes of continuous 
distributions and IFR distributions. 

Table 2 on next page displays a summary of the above discussion.  Analyzing the table helps 
one to come to the following conclusions.  

 
1. In all the cases when both non-parametric estimates are available, the estimates in the class 

of continuous distribution provide either better or the same results as the IFR estimates and 
the parametric estimates for the exponential distribution. 

2. In some cases, the non-parametric estimates for IFR distribution coincide with the respective 
exponential estimates, which comes with no surprise, if one recalls that the exponential 
distribution belongs to the IFR class (Barlow and Proschan [5]).  

3. In an important from practical standpoint case, when the sample size is minimal needed to 
get the non-parametric estimate in the class of continuous distribution based on the first and 
only failure,  it is shown that all three considered estimation procedures provide the same 
result. 

4. For the given sample size n, number of uncensored failure times r, percentage 100p, and 
confidence probability γ, Table 1 helps to choose the non-parametric estimation procedure 
yielding the same or better result than the one based on the assumption of exponentially 
distributed failure times.  This can be especially helpful in the situations when the samples 
are strongly censored and applying goodness-of-fit tests is not very useful.    
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Table 2. Non-parametric and Exponential Lower γ Confidence Limits τp for 100pth Percentile for 
Type II Censored Sample of Size n with r Uncensored Failure Times 

Sample 
Size, n 

Number of 
uncensored 

failure times, 
r 

Distribution or Class of Distributions  











 
nr

p 1,
)2(

)1ln(2min 2


 Continuous 
τp cont 

IFR 
τp IFR 

Exponential 
τp Exp 

n < nmin
2 1 Does not 

exists 
Eq. (7) 

τp IFR = τp Exp 
Eq. (4) 

τp Exp = τp IFR 

 

)2(
)1ln(2

2 r
p


  

n = nmin 1 Eq. (2-2) 
τp cont = t(1) 

Eq. (7) 
τp IFR = t(1) 

Eq. (4-2) 
τp Exp = t(1) n

1  

n < nmin > 1 Does not 
exists as t(r) 

Eq. (7) 
τp IFR = τp Exp 

Eq. (4) 
τp IFR = τp Exp )2(

)1ln(2
2 r

p


  

n > nmin > 1 
Eq. (2-1) 
τp cont = t(r) 

τp cont > τp IFR 

Eq. (7) 
τp cont > τp IFR > 

τp Exp 

Eq. (4) 
τp Exp < τp IFR n

1  
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ABSTRACT 
 
In this paper a power asymptotic of a probability that there is a cycle in a random oriented graph with n 
nodes and low reliable edges is constructed. An accelerated algorithm for a calculation of asymptotic 
coefficients with ܱ(ݏ(݊)ln	݊) products, where ݏ(݊) is an amount of products in a multiplication of two 
matrixes with a size ݊ × ݊,	is constructed. 
 
Keywords: a cycle, an oriented graph, an edge, a probability. 
 
 

1. INTRODUCTION 
 
We consider a problem of power asymptotic construction for a probability of a cycle existence in a 
random graph with low reliable edges. A presence of cycles in a deterministic oriented graph allows 
to factorize it by a relation of a cycle equivalence [1], [2]. A calculation of an amount of cycles with 
minimal length may be applied in an investigation of free scale networks which receive large spread 
last years. [3, Theorems 10 - 12]. An algorithm of a calculation of power asymptotic coefficients 
with products amount ܱ(ݏ(݊)ln	݊), where ݏ(݊) is an amount of products for a multiplication of two 
matrixes with a size 	݊ × ݊,	 is constructed. 
 

2. ASYMPTOTIC OF CYCLE EXISTENCE 
 

Consider an oriented graph G with nodes 1,… , ݊, without loops and fold edges. Denote ܣ =
ฮܽ௜௝ฮ௜,௝ୀଵ

௡
 its adjacency matrix, D - minimal cycle length, C - an amount of cycles with minimal 

length in the graph G. Construct a model of an oriented random graph ܩ∗ with nodes 1,… , ݊ in 
which only edges of the graph G may enter. The edge (݅, ݆) enters with the probability ݌௜௝ = ℎ, ℎ →
0 (it is low reliable). Random events that different edges enter the graph ܩ∗ are independent. Denote 
S the event that there is a cycle in the graph ܩ∗ and put ܲ(ܵ) its probability. 

Theorem 1. The limit relation ܲ(ܵ)~ܥℎ஽,		ℎ → 0 is true. 

Proof. As = ⋃ ܵ௞ଵழ௞ஸ௡  , where ܵ௞  is the event that there is simple (without repetitions of nodes) 
cycle with the length k in the graph ܩ∗ so P(S) satisfies the relation 

 ܲ(ܵ) = ܲ(⋃ ܵ௞ଵழ௞ஸ௡ ) = ܲ(⋃ ܵ௞஽ஸ௞ஸ௡ )~ܲ(ܵ஽)~ܥ(ℎ஽),		ℎ → 0.   
Theorem 1 is proved. 
Define ܿ௞ = ௞ܣݎݐ  and calculate asymptotic constants D, C. 
Theorem 2. If ݉݅݊	(݇: 	ܿ௞ > 0) ≤ ݊  then ܦ = ݉݅݊	(݇:	ܿ௞ > ܥ ,(0 = ௖ವ

஽
. 

Proof. It is well known that the element ܽ௜௜
(௞) of the matrix ܣ௞ 	equals the amount of ways (݅ =

݅ଵ, … , ݅௞ିଵ, ݅௞, ݅) with the length k in the oriented graph G. If ݇ =  then all cycles with the length k ܦ
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contain k different nodes. Indeed if not there is a cycle with the length k passes through some node 
more than one time. So this cycle has length smaller than k. 

Consequently the equality ܦ = ݉݅݊	(݇: 	ܿ௞ > 0)	is true and all cycles with the length D are 
simple. So the cycle (݅ = ݅ଵ, … , ݅௞ିଵ, ݅௞ , ݅) adds units in k diagonal elements of the matrix ܣ௞ 	 and 
the equality ܥ = ௖ವ

஽
 takes place. Theorem 2 is proved. 

Assume that the constant D is known and ݇ଵ = ݉݅݊	(݇: 	2௞ > ݊). Represent the constant D in 
the binary-number system and write it in the form  

ܦ = 2௟భ + 2௟మ +⋯+ 2௟ೝ, 0 ≤ ݈ଵ < ݈ଶ < ⋯ < ݈௥ ≤ ݇ଵ. 

Calculate now the matrixes ܣଶభ = ܣ × ଶమܣ ,ܣ = ଶభܣ × ଶభܣ ଶೖభܣ ,…, = ଶೖభషభܣ ×  ଶೖభషభ, usingܣ
݇ଵݏ(݊) =  products. Then the constant C may be calculated by the formula (݊	ln(݊)ݏ)ܱ

ܥ  =
௧௥ቀ஺೗భ ∙஺೗మ ∙…∙஺మ

೗ೝቁ

஽
 (1) 

using ܱ(ݏ(݊)ln	݊)	products. The constant ܦ = ௞ܣݎݐ	:݇)	݊݅݉ > 0) may be found by a sequential 
calculation of the matrixes ܣ௞ , 1 < ݇ ≤ ݊, using ܱ(ݏ(݊)݊) products. So there is a problem to 
accelerate an algorithm of the constant ܦ calculation. 

 

3. ACCELERATED ALGORITHM OF CONSTANT D CALCULATION 

Put ܤ = ܣ + where I is the unit matrix and denote ݀௞ ܫ = ௞ܤݎݐ − ݊.  
Theorem 3. If Theorem 2 condition is true then 

ܦ  = ݉݅݊	(݇:	ܾ௞ > 0), 0 = ܾଵ < ܾଶ < ⋯ < ܾ௡ . (2) 
Proof. The relation (2) is a corollary of the equality 

ܾ௞ = ܣ)ݎݐ + ௞(ܫ − ݊ = ∑ ௞ܥ
௝௞

௝ୀଵ  , ௝ܣݎݐ

where ܥ௞
௝ is a number of combination from k by j. 

Using Theorem 3 and an idea of a dichotomy dividing for a search of a root of monotonically 
increasing and continuous function construct the following algorithm of the constant D definition. 
Using the formulas ܤଶ೟శభ = ଶ೟ܤ ∙ ଶ೟ܤ ݐ , > 0, calculate by ݏ(݊)	products. If ݀ଶೖభ = 0 then we stop 
calculation and put formally ܦ = ܥ ,∞ = 0. If not define ݍଵ = ݉݅݊	൫݇: 	݀ଶೖ > 0൯, ݍଵ <
[logଶ݊] + 1, where [ܽ] is an integer part of a real number a. 

Denote ܲ = 2௤భ , ܳ = 2௤భିଵ and construct the following recurrent procedure: if ݀ொାଶ೜భషమ > 0		  then 
ܲ ≔ ܳ + 2௤భିଶ, else ܳ ≔ ܳ + 2௤భିଶ, if ݀ொାଶ೜భషయ > 0		then ܲ ≔ ܳ + 2௤భିଷ, else ܳ ≔ ܳ + 2௤భିଷ 
and so on. This procedure continues ݍଵ − 1 steps till we obtain the equality  ܲ − ܳ = 1. Then the 
relation ܦ = ܲ is true. To fulfill this recurrent procedure it is necessary to make  ܱ(ݏ(݊) ln ݊) 
products. Theorem 3 is proved. 

Consequently the asymptotic constants D, C may be calculated by ܱ(ݏ(݊) ln ݊) products. 
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4. CONCLUSION REMARKS 

For the standard algorithm of the multiplication of two matrixes with the size ݊ × (݊)ݏ  ݊ = ܱ(݊ଷ), 
for F. Strassen algorithm ݏ(݊) = ܱ(݊ଶ.଼ଵ), for D. Coppersmith and Sh. Winograd algorithm  
(݊)ݏ = ܱ(݊ଶ.ଷ଻ହହ) and for V. Williams algorithm ݏ(݊) = ܱ(݊ଶ.ଷ଻ଶ଻) [4]. But main part of 
calculators consider that the F. Strassen algorithm is the most applicable among algorithms 
accelerated in a comparison with the standard one. 

Assume that elements of the matrix  	ܸ = ฮݒ௜௝ฮ௜,௝ୀଵ
௡

௜௝ݒ , ≥ 0, characterize weights of the graph ܩ 
edges and in the model of the random graph ܩ∗ the probability ݌௜௝~ݒ௜௝ℎ, ℎ → 0. Then it is not 
complicated to obtain that the probability of the cycle existence in the graph ܩ∗		satisfies the relation 
ܲ(ܵ)~ ௧௥௏ವ

஽
,.	ℎ → 0. And the matrix ܸ஽ is calculated similar to the matrix ܣ஽		by 	ܱ(ݏ(݊) ln ݊) 

products. 
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ABSTRACT 
 

Event trees are used extensively to analyze accident scenarios in several domains. The tree and its branching 
structures are used to represent the failure of successive barriers to an initiating event. The end positions of 
the branches indicate the outcome of progression of each scenario. When probabilities are assigned to 
success and failure of each barrier the end probabilities can be calculated fairly easily. The logical sequence 
of the events is clear from the tree structure. However Bayesian networks (BN) are directed acyclic graphs 
with the nodes indicating events and connected arcs indicating the relationships between the nodes.  Initial 
probabilities are assigned to the parent nodes and conditional probabilities of child nodes are worked out 
using Bayes Theorem. Bayesian network is a probabilistic modeling technique. Event trees can be mapped 
into Bayesian networks. Once an event tree is mapped as a Bayesian network, forward (same as in event 
trees) and backward analysis (possible but involved in event trees) can be performed. Additionally BN has 
the flexibility for adding causal factors that influence the events. It offers a different perspective of 
probabilities and better understanding of the incident scenarios. This paper will present mapping of event 
trees typically found in process industries to Bayesian networks with case studies 
 
 
1. INTRODUCTION 
 
Event trees are used widely in the process industries to represent incident scenarios. They are used 
to show the probabilities of success and failure of protective barriers and progression of an initiating 
event to several potential scenarios. Guidelines for Hazard Evaluation Procedures by Center for 
Chemical Process Safety (2008) [1] describes the method in detail. Bearfield & Marsh (2005) [2] 
argued that event tree and Bayesian network are complimentary and both models can be used 
together to have a better understanding of the potential incident scenarios. They presented event tree 
for a train derailment initiating event and mapped it in to a Bayesian network.  
 
Other authors namely Bobbio et al (2001) [3], Khakzad et al (2012-1) [4] have explained how to 
map fault trees and bow ties into Bayesian network respectively. In the latter paper Khakzad et al 
(2012-1) [4] explained mapping of an event tree which is a part of bow tie, to a Bayesian net. They 
mapped an event tree for an initiating event of gasoline release followed by possible ignition and 
consequences of vapor cloud or pool fire. Kalantarina et al (2010) [5] presented part of an event tree 
for outcome of failure of ISOM unit at BP Texas City Refinery accident in connection with their 
paper on modeling of BP Texas City refinery accident using dynamic risk assessment approach. 
Khakzad et al (2012-2) [6] discussed dynamic risk assessment using bow tie approach specifically 
stating that usefulness of Bayesian approach in updating generic information with site specific data. 
The paper presented a case study of a dust explosion at a sugar manufacturing facility using bow tie 
model consisting of Fault Tree and Event Tree. The event tree consisted of 3 barriers namely; high 
concentration barrier, primary explosion barrier and venting barrier. However details of how the 
event trees have been mapped into Bayesian network is not discussed in the above two papers.   
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This paper will describe the method of mapping event trees into Bayesian networks and its 
usefulness in getting a different picture and better understanding the incident probabilities of 
process facilities with examples.    
 
Section 2 gives brief introduction to Bayesian networks, section 3 presents event trees and 
corresponding equivalent Bayesian Networks (BN) with case studies for process industry incidents. 
Section 4 will present discussion on the potential use of Bayesian networks mapped from event 
trees for process industry applications.  

 
2. BAYESIAN NETWORKS 
 
A Bayesian Network (BN) is a directed acyclic graph (DAG) in which the nodes represent the 
system variables and the arcs symbolize the dependencies or the cause–effect relationships among 
the variables. A BN is defined by a set of nodes and a set of directed arcs.  Probabilities are 
associated with each state of the node. The probability is defined, a priori for a root (parent) node 
and computed in the BN by inference for the others (child nodes). Each child node has an associated 
probability table called conditional probability table (CPT). 
 
The computation of the net is based on the Bayes Theorem which states that if P (B) is probability 
of B happening, then P (A/B) is probability of A happening given that B has happened, given P (B) 
not equal to zero. 
 
This is equal to: 
 
From fundamental rule of conditional probability 
 
 
 
Using the rules of probability to rewrite P (A, B) as P (B/A) (A), we get the common form of Bayes 
equation 
 
 
In Bayesian terminology, the right hand side represents the prior situation –which when computed 
gives the left hand side –called posterior values.  The value P (A) is the prior probability and P 
(B/A) is the likelihood function –which is data specific to the situation. P (B) is the unconditional 
probability of B- which is calculated from the rule  
 
 
Where A’ stands for A not happening 
The Bayes equation (2) can be applied to several nodes using laws of probability. 
The above concept is used to represent typical conditional probability, namely cause & effect or 
hypothesis & evidence as shown in the form of a simple Bayes nets in Figure 1 a & b  
 
 
 
 
 
 
 

Figure 1 a: Bayes Net for cause and effect                      Figure 1 b: Bayes Net for Hypothesis and 
Evidence 

P (A/B) = P (A ∩ B)    = P (A, B)                                                      1 
                 P (B)               P (B) 

    

P (A/B) = P (B/A) X P (A)                                                                       2 
                        P (B) 

P (B) = P (B/A) X P (A)   +   P B/A’ X P (A’)                                        3  
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Corresponding equations are: 
For cause & effect 
 
 
For Hypothesis & Evidence: 
 
 
Extension of the principle to example of gas leakage & ignition is given below as Figure 1 c 
 
 

 
                       

Figure 1c: Bayes net for gas leakage & Ignition 
 
Corresponding equation will be: 
 
 

 
 

3. EVENT TREES AND BAYESIAN NETWORKS: PROCESS INDUSTRY 
APPLICATIONS 

 
3.1 The flexibility of bayesian network can be demonstrated by a simple example. 
 
Let us assume that the probability of an Emergency Shut Down Valve (ESDV) working is 0.85. 
Conversely probability of ESDV not working is 0.15. If ESDV works the probability of Safe 
Shutdown is 0.97. If ESDV does not work the probability of Safe Shut down is only 0.02. (The 
probability values are hypothetical and not from any database). The situation can be represented as 
an Event tree given in Figure 2 below. 
 

                            
                                   

Figure 2: Event tree for ESDV action and Safe shutdown 
 

 
From the Event Tree the following can be calculated: 

P (C/Ef) = P (Ef/C) X P (C)                                                                    4    
                        P (Ef) 

P (H/E) = P (E/H) X P (H)                                                                        5    
                        P (E) 

P (Gas/Ig) = P (Ig/Gas) X P (Gas)                                                          6    
                             P (Ig) 
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Probability of Safe Shutdown = 0.8245 + 0.0030 = 0.8275 
Probability of Unsafe situation= 0.0255 + 0.1470 = 0.1725 
 
The Even tree can be converted to a Bayesian Network shown below in Figure 3. 

 
                        

                                       
 
                          Figure 3: BN for Event tree for ESDV action and Safe shutdown 

 
Further, the conditional probability statements are expressed as a table below:  
     
Table1: Conditional probabilities for Safe Shutdown 

ESDV 
works 

Safe shutdown 

 T F 

T (0.85) 0.97 0.03 

F (0.15) 0.02 0.98 
                      
                                  

In order to fully appreciate the flexibility of BN, it has to be modeled in suitable software. Author 
has used NeticaTM from Norsys Corporation. Other modeling software are also available. Model of 
the above scenario is shown in Figure 4 below. 

 

                                 
                                     
                                  Figure 4: Bayesian Network model for ESDV and Safe shutdown 
 

The model has calculated the forward probabilities which are same as the results from Event Tree. 
Now we have a situation where we know that Safe Shutdown has occurred. Then what is the 
probability that ESDV has worked?  
 
In order to calculate the same, Bayes theorem has to be used which is illustrated below: 
 
Probabilities of Safe Shutdown and No Safe Shutdown, given that ESDV has worked 

 
  P ୗୟ୤ୣ	ୗ୦୳୲ୢ୭୵୬

୉ୗୈ୚	୵୭୰୩ୱି୘୰୳ୣ
  = 0.97                                               7 

ESDVWorks
T
F

85.0
15.0

SafeShutdown
T
F

82.7
17.3
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                                       P  	ୗୟ୤ୣ	ୗ୦୳୲ୢ୭୵୬

୉ୗୈ୚	୵୭୰୩ୱି	୊ୟ୪ୱୣ
  = 0.02                                             8 

 
Applying Bayes theorem for finding the probability ESDV working given there is Safe Shutdown: 

 
                     P 	୉ୗୈ୚	୛୭୰୩ୱି୘୰୳ୣ

ୗୟ୤ୣ	ୗ୦୳୲ୢ୭୵୬
  =   P 	ୗୟ୤ୣ	ୗ୦୳୲ୢ୭୵୬

୉ୗୈ୚	୵୭୰୩ୱି	୘୰୳ୣ
  X  P(ESDV	Works − True)                         

9                
 
                                                                            P (݂ܵܽ݁	ܵℎ݊ݓ݋݀ݐݑ) 
 

In the above expression, right hand side numerator values are known. The unconditional probability 
of Safe Shutdown P (Safe Shutdown) in the denominator needs to be calculated. 

 
P (݂ܵܽ݁	ܵℎ݊ݓ݋݀ݐݑ) =  

          P(ESDV	Works − True) X P ୗୟ୤ୣ	ୗ୦୳୲ୢ୭୵୬
୉ୗୈ୚	୵୭୰୩ୱି୘୰୳ୣ

 + P(ESDV	Works − False) X P  
	ୗୟ୤ୣ	ୗ୦୳୲ୢ୭୵୬

୉ୗୈ୚	୵୭୰୩ୱି	୊ୟ୪ୱୣ
 

 
= 0.85 X 0.97 + 0.15 X 0.02 = 0.8275                                                                                10 
 

Substituting the above value in the equation 9 
 
                             P  	ୗୟ୤ୣ	ୗ୦୳୲ୢ୭୵୬

୉ୗୈ୚	୵୭୰୩ୱି	୊ୟ୪ୱୣ
 = 0.97 X 0.85   = 0.9963 

                                                                   0.8275 
 

The above computation can be readily achieved in the Bayesian simulation by changing the Safe 
Shutdown True to 100%. The computation is propagated backwards using the Bayes theorem to 
give the result as 0.9963 as shown in Figure 5 below 
 

 

                                   
                                         
                                          Figure 5: Bayesian Network model for Safe shutdown 

 
3.2 Further case studies are given in the following sections 
 
3.2.1 Case study No.1: Flammable & toxic gas leak 
 
3.2.1.1 Event Tree 
 
Event trees model an incident as a sequence of events. Each event has success or failure probability. 
The event tree branching is created from left to right, starting from an initiating event and 
continuing to the sequence of events (failure of barriers) till a logical consequence is obtained. As 
example of event tree for flammable and toxic gas leak is given in Figure 6.  

ESDVWorks
T
F

99.6
0.36

SafeShutdown
T
F

 100
   0
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                                     Figure 6: Event tree for Flammable & toxic gas leak 
 
If flammable & toxic gas release is the initiating event (probability of which is given) then four 
types of incident scenarios are possible, depending on the probabilities of ignition, early or late 
ignition and explosion conditions.  
 
Once the probabilities of all branches of the event trees are known, the consequence probabilities 
are worked out by multiplying the initiating probability with the probabilities in the corresponding 
branches of the event tree as shown in Figure 6. Sum of probabilities at any branching point should 
be equal to 1. Binary branching like success or failure is the most common branching used. More 
than two branches are also possible.   
 
With an initiating event probability of gas leak as 0.02, the probabilities of the consequence are 
calculated and shown on right hand side of the Figure 2. The probabilities used are for illustration 
only and have not been taken from any database. 
 
3.2.1.2 Bayesian Network (BN) 
 
Figure 7 shows the corresponding BN for the flammable and toxic gas leak scenario shown in event 
tree in Figure 6. 
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Figure 7: Bayesian Network (BN) for flammable & toxic gas leak 
 
When translating to Bayesian Network (BN), following transformations have been done: 
 Branching point in Event Tree  Node in BN 
 Branches in Event Tree  Connecting arcs in BN showing relationship between nodes  
 Branching conditions in Event Tree Node states in BN 

 
For example, the two braches for condition ‘Ignition’ in Figure 6 is captured in node states Y (yes) 
and N (No) with probabilities of 0.9 (yes) and 0.1(no) respectively in Figure 7 of the corresponding 
BN. Node states are given in the tables shown adjacent to the node with the probability values. The 
conditional probability is given above the node state, which is the precondition for the event to 
reach the node 
 
3.2.1.3 Bayesian Network (BN) simulation for gas leak.  
 
The BN simulation model for flammable & toxic gas leak event tree is given in Figure 8.  
 

        
     

Figure 8: Bayesian Network (BN) simulation model for flammable & toxic gas leak 
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Table 2 e: CPT for Consequences 

                   
 
  
Node probabilities are entered in the Conditional Probability Table (CPT) as indicated in Tables 2 a, 
b, c & d. The state ‘NoGasLeak’ has to be continued in from the second CPT for ‘Ignition’ to all 
subsequent CPTs in order to meet the criteria that the sum of probabilities at every branch point has 
to be equal to 1. 
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Table 2 a: CPT for gas leak     
          
       
                                                                          
                                                                         
 
Table 2 b: CPT for Ignition                                              
                                
 
 
                                                                      
 
Table 2 c: CPT for Ignition timing      
 
 
 
 
 
 
 
The above model can be further presented in a more compact form. The simulation diagram and the 
conditional probability tables for the compact form are given below in Figure 9 and Tables 3 a, b, c, 
d: 
 

       
               Figure 9: Compact Bayesian network simulation model for flammable & toxic gas leak 
 
CPT tables for the compact model are given below: 
 

 
Table 3 a: CPT for GasLeak 

GasLeak 
   T F 
0.02 0.98 

 
Table 3 b:  CPT for Ignition 

 
 
 
  

 
 
 

GasLeak:   

 T 
     

F 
  0.02 0.98 

 Ignition:  
GasLeak T F NoGasLeak 
        T 0.9 0.1 0 
        F 0 0 1 

 IgnitionTiming:  
Ignition Late Early NoGasLeak 

T 0.3 0.7 0 
F 0 0 1 

NoGasLeak 0 0 1 

 Ignition 
GasLea T F NoGasLea

T 0.9 0.1 0 
F 0 0 1 
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Table 3 c: CPT for Ignition Timing 
 
 
 
 
 
 

 
Table 3 d: CPT for ExplosionCond 

 
 
 
                                   
                                           
 
 
 
Following are to be noted in this context: 

a. The software has the capability to set up the equations when the nodes, its connectivity’s 
and node probability tables are established. Normally there is no need to enter the equations 
manually when using discrete values. Failure distribution can be used. Then the equations 
will be entered in the appropriate input box. 

b. What is required is careful consideration of the dependencies(cause & effect),  its 
probabilities and node states 

c. The node states have to match the number of branches under each event.    
d. The probability values are entered for each node state in the conditional probability (CP) 

table as given in Tables 2 a, b, c & d and 3 a, b, c, and d. For a node the sum of state 
probabilities should be equal to 1.  

e. The initiating event tree branches can have probability values associated with it instead of 
having a probability of 1 & 0. In such cases, the unsuccessful (F) branch has to be included 
as a node state in the BN. 

f. In an event tree the sum of probabilities at a branching point is 1. Similarly in the 
conditional probability table, the sum of probabilities of each state has to be 1.  The sum of 
the computed conditional probabilities for each node in the BN (as shown in Figure 4) also 
has to be 1. Therefore to take care of the requirement of sum of conditional probabilities to 
be 1 at a node, the unsuccessful (F) state at the initiating node has to be continued in the 
Conditional Probability Table (CPT) for the successive nodes. Thus the state called 
‘NoGasLeak’ state has to be indicated in all the CP tables as given in the above example for 
Gas Leak (F=0.98). ‘NoGasLeak’ state is indicated in all CP tables of nodes continued up to 
the ‘Consequences’.  When this unsuccessful (F) state is included in the CP table, the sum of 
the conditional probabilities at each node will sum to 1.  In essence it is state of the nodes 
and its probability values that capture the branching points of an event tree. 

g. The software does not display the CP tables in the nodes as such, but give the calculated 
conditional probability values for each state. The CP values given as inputs are hidden from 
the normal view.  For example the ‘Ignition’ node in Figure 4 & 6 (which is a screen shot) 
displays the conditional probability for ignition when there is a gas leak in percentage. (100* 
0.02 X 0.9 =1.8) 

 
The last node ‘Consequences’ is a function node for summing up the consequences. (In this case 
each outcome is different). 
 

 IgnitionTiming 
Ignition Lat

e 
Earl

y 
NoIgnitio

n 
NoGasLea

kk T 0.3 0.7 0 0 
F 0 0 1 0 

NoGasLe
ak 

0 0 0 1 

 ExplosionCond 
IgnitionTim
ing 

Yes No Earl
y 

NoIgnitio
n 

NoGasLea
kk Late 0.6 0.4 0 0 0 

Early 0 0 1 0 0 
NoIgnition 0 0 0 1 0 
NoGasLeak 0 0 0 0 1 



G. Unnikrishnan, Shrihari, Nihal A. Siddiqui – APPLICATION OF BAYESIAN METHODS TO EVENT TREES WITH CASE STUDIES 

 
RT&A # 03 (34)  

(Vol.9) 2014, September 
 

 

42 

Once the BN is set up, it can be used for predictions as well as diagnostics. Predictions are forward 
calculations from left to right; for example if there is a definitive gas leak, the probability of gas 
leak goes up to 1.0. In the event tree the consequences can be worked out by revising the value for 
initiating event. In the BN model this can be done by changing the probability of gas leak to 100 as 
shown in Figure 10. 
 

 
Figure 10:  BN simulation model for prediction of consequences for gas leak 

 
While event tree can also calculate this forward calculation easily, it is comparatively difficult to do 
the reverse, which is diagnostics. 
 
Diagnostics involve finding out the most probable causes for occurrence of an event. In this case 
BN is flexible. BN uses equation 2 for calculating the probability of causes.  For example, with all 
probabilities remaining the same, we can enter the state for the actual consequence scenario, Jet fire 
-which has happened as 1, then the BN model will recalculate the probabilities of all precursor 
events in the tree. Here in this case, the BN shows that, given there is a jet fire, there has been a gas 
leak and ignition with early timing. See Figure 9.  

       
Figure 11:  Bayesian network simulation for Jet fire scenario 

 
The above presents a simple case. The event tree logic and corresponding BN can be set up to any 
level of complexity and used for forward (predictions) and backward (diagnostics).  

 
3.2.2 Case study No.2 Tank high level 
3.2.2.1 Event Tree 
 
The second example is the event tree for tank high level shown in Figure 10.  The probabilities have 
been worked out the same way as in Figure 2. (Probabilities used are only for illustration) 
Corresponding BNs are described in the next section.    

IgnitionTiming
Late
Early
NoIgnition
NoGasLeak

27.0
63.0
10.0

   0

Conseq
CloudExplosion
FireBall
JetFire
ToxicGasRelease
NoGasLeak

16.2
10.8
63.0
10.0
   0

GasLeak
T
F

 100
   0

Ignition
T
F
NoGasLeak

90.0
10.0

   0

ExplosionCond
Yes
No
EarlyIgn
NoIgnition
NoGasLeak

16.2
10.8
63.0
10.0
   0
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                  Figure 10: Event tree for tank high level 

 
3.2.2.2 Bayesian Network for tank high level 
 
BN for the tank overflow event tree in Figure 10 is given in Figure 11. Here high level is considered 
as occurred and so probability of ‘Tank high level’ is 1. 
 
Node probability tables have been entered the same way as given in Tables 3 a, b, c, d & e 
BN Simulation diagram is given in Figure 12 
 

 
 

Figure 11: BN for tank high level 
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Figure 12:  Bayesian network simulation diagram for tank high level scenario 

 
3.2.2.3 Additional factors in BN 
 
Another possibility in BN is the inclusion of additional casual factors that contributes to the 
probabilities of events.  
 
We can include the testing of the Emergency Shut Down Valve (ESDV) as a causal factor 
connected to the node ESDVValveActs and give an improved probability of ESDV acting (0.97) 
instead of 0.95 in the event tree in Figure 10, if the testing is on schedule. While such an addition 
will require an additional branching in event tree, it can be easily implemented in BN with clear 
representation as a cause influencing ESDV action.  
 
One more casual factor is added next; namely the type of sensor used for High level detection. For 
conventional float type the same probabilities (0.85) given in the event tree (Figure 11) is used. But 
for Radar type an improved probability for action (0.96) has been assigned. Both the causal factors 
are shown in Figure 13.                                           
 

 
 

Figure 13: Bayesian network simulation diagram for tank high level scenario with addition of 
causal factors: ESD valve testing (On schedule) & type of high level detection (Radar 

type) 
 
Figure 13 shows that: 
When ESDV testing is as per schedule and with Radar type transmitter for alarm, there is improved 
performance of ESDV action (probability of safe shutdown has gone up to 0.348), and the 
possibility for overflow can be reduced from 7.12 to 2.19. 
 
4. DISCUSSION 
 
Event trees and its corresponding BN offer different perspectives. While event tree indicates the 
logical sequences of event progression (barrier success & failures) to incident scenarios, BN depicts 
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the probabilities in a flexible manner offering easy ways for prediction (forward calculations) and 
diagnostics (backward calculations) of entire tree structure. BN allows additional casual factors to 
be included and modeled which can show influences of the factors on events directly. The two case 
studies have demonstrated the flexibility and power of the Bayesian methods. Updating of 
information can be based on site data. In the examples given, if the organization has records of the 
actual testing of ESDV or type of level transmitters, the same can be used to predict the incident 
outcome probabilities of the system with more confidence. Organizational and human factors can 
also be included which is not normally available in an event tree. The capability for doing 
predictions and diagnostics of a process system, starting from generic data and updating with site 
specific data is the main advantage of the Bayesian methods. Since each system is unique, event 
tree and corresponding BN has to be developed for each. Work is to be done in this area to make the 
incident probabilities available to decision makers and operational staff. 
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ABSTRACT 

In applications there are networks with unreliable nodes. To construct models of such networks 
and effective algorithms of their analysis in this paper some elements from the graph theory, the algebra, 
the sets theory and the probability theory are combined. These constructions allow to investigate 
oriented graphs with unreliable nodes using as accuracy so asymptotic formulas. All constructed 
algorithms have a linear complexity by a number of graph nodes.  

         Keywords: an oriented graph, an unreliable node, relations of equivalence and partial order.  

 

INTRODUCTION 
 
In the reliability theory usually graphs with unreliable edges are investigated [1], [2]. But 

networks represented by graphs with unreliable nodes appear in modern applications. [3]. In this 
paper a model of random graph in which a failure of some node stops work of all other nodes to 
which there are ways in the graph is considered. [4]. A similar model is a model of a random 
network controllability [5]. 

In a problem of the random network controllability an important role play a minimal nodes 
cover in the graph. A nodes cover is a set of nodes that each edge touches with this set. The nodes 
cover is minimal if it has a minimal number of nodes. The Konig theorem establishes an 
equivalence of the minimal nodes cover and the maximal matching [6]. Here the maximal matching 
is a set of edges which have not common nodes. A matching is maximal if it has a maximal number 
of edges. The Konig theorem states that in a bipartite graph a number of edges in the maximal 
matching equals a number of nodes in the minimal nodes cover. It gives a large number of effective 
algorithms of the graph theory [6] – [13]. 

But an analysis of stochastic networks demands not only to define a number of nodes in the 
minimal nodes cover but to enumerate all such covers or at least to find their amount. This problem 
becomes NP problem. So in a consideration of networks with unreliable nodes it is necessary to 
change a model of a network using some specific of the oriented graph. In this paper such a 
problem is solved using concepts of an equivalence and a partial order between graph nodes. This 
approach allows to obtain algorithms of a calculation some failures events in the graph with the 
complexity O(n2) by the number n of the graph nodes. 
 

1. FAILURES IN ORIENTED GRAPHS WITH UNRELIABLE NODES 
 

Assume that deterministic and oriented graph  ܩ  have the nodes set 	ܷ and the edges set V. 
Each node ݒ  of the graph графа  ܩ  with the probability ݍ௩  fails. These failures of different nodes 
are independent random events. Each failure of some node leads to stops of all other nodes to which 
there are ways from failed node in the graph ܩ. In such a way the random graph  ܩ∗  is defined. We 
shall calculate probabilities that some sets of nodes in the graph ܩ∗	stop.  



G.Sh. Tsitsiashvili – ORIENTED GRAPHS WITH UNRELIABLE NODES 

 
RT&A # 03 (34)  

(Vol.9) 2014, September 
 

 

47 

On the nodes set ܸ define the binary relation ݒଵ~ݒଶ if in the graph  ܩ there are ways from the 
node  ݒଵ to the node ݒଶ  and from the node ݒଶ to the node	ݒଵ. The relation "	~" is symmetric, 
transitive and reflexive. So it is the equivalence relation. As a result the nodes set  ܸ  may be 
divided into the classes of the equivalence (the clusters)  (ݒ)ݓ = :ᇱݒ}  On the set of the . {ݒ~ᇱݒ
clusters  ܹ = :(ݒ)ݓ} ݒ ∈ ܸ} introduce the binary relation  ݓ(ݒଵ) ≽  there  ܩ	 if in the graph (ଶݒ)ݓ
is a way from the node ݒଵ		 to the node 	ݒଶ. So for any 	ݒଵᇱ ∈ ଶᇱݒ		,	(ଵݒ)ݓ ∈   ܩ in the graph (ଶݒ)ݓ
there is a way from the node ݒଵᇱ  to the node ݒଶᇱ . The relation "	≽	" is ant symmetric, transitive and 
reflexive. So this relation is the partial order relation. 

From the definition of the random graph ܩ∗ we have that in the cluster ݓ ∈ ܹ all nodes fail 
with the probability 

(ݓ)ݍ = 1 −ෑ(1 − (௩ݍ
௩∈௪

 

Or work with  the probability (ݓ)݌ = 1 −  Further denote .(ݓ)ݍ
 

(ܶ)ܣ = ∏ ்∋௪(ݓ)݌ (ܶ)ܤ ,  = ∏ ்∋௪(ݓ)ݍ 	, ܶ ⊆ ܹ 
with  ܣ(∅) = (∅)ܤ = 1. 

Later we shall consider the set of clusters 	ܹ in which any cluster w fails with the probability 
  failure leads to a stop of all clusters ݓ The cluster .(ݓ)݌ or does not fail with  the probability (ݓ)ݍ
′ݓ ∈ ܹ which satisfy the condition ݓ ≽  .independently that they fail or do not fail  ′ݓ

Assume that ෩ܹ  is the set of maximal (in a sense of the partial order "	≽	") elements from ܹ. 
Calculate the probability ܳ that all clusters from the set ܹ stop. It is not complicated to obtain that 
this event in a stop of all clusters  ݓ ∈ ෩ܹ  . Consequently we have: 
 ܳ = ൫ܤ ෩ܹ ൯. (1)  

Consider the probability ܳ(ݓ) that the cluster ݓ ∈ ܹ stops. For this aim define the set of 
clusters	(ݓ)ܨ = ᇱݓ} ∶ ᇱݓ	 ≽   It is not difficult to check that .{ݓ
(ݓ)ܳ  = 1 −   ൯ . (2)(ݓ)ܨ൫ܣ

Calculate the probability ܳ(ܴ) that at least a single cluster from the set ܴ stops. Define the sets 
௜ܨ = ݅ , (௜ݓ)ܨ = 1,… ,  and put ݎ

(ܴ)ܨ =ራܨ௜

௥

௜ୀଵ

	 

then 
 ܳ(ܴ) = 1 −   ൯. (3)(ܴ)ܨ൫ܣ

Calculate now the probability ܵ(ܴ,  work ܮ	 all clusters from the set ∗ܩ that in the random graph (ܮ
and there is at least a single cluster in the set ܴ which stops. Introduce the sets ଵܹ =  	,(ܮ)ܨ
ଶܹ = \(ܴ)ܨ ଵܹ then 

 ܵ(ܴ, (ܮ = )ଵܣ ଵܹ)൫1 − )ଵܣ ଶܹ)൯. (4)  

 
 

2. ASYMPTOTIC ANALYSIS OF FAILURES PROBABILITY FOR SET                                               
OF CLUSTERS  

Consider a problem of a calculation of the probability ܳ′(ܴ)		that all clusters from the set ܴ =
,ଵݓ} … {௥ݓ, ⊆ ܹ stop their work. Accuracy calculation of the probability ܳ′(ܴ) demands an 
amount of arithmetical operations which geometrically increases by the number n of the graph ܩ 
nodes. So this problem will be solved in an assumption that there are positive numbers ܿ(ݓ) which 
satisfy the relation 
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(ݓ)݌  = exp(−ܿ(ݓ)ℎ)	, ℎ ⟶ ݓ , 0 ∈ ܹ. (5)  

Theorem 1. Assume that ܿ(ݓ) ≡ 1 then for any integer r, for	ℎ ⟶ 0	 and for ݊(1, … ,  equal to a (ݎ
number of clusters in the intersection T  of  the sets ܨ௜, ݅ = 1,…,r, we have:  

  ܳᇱ(ܴ) = ℎ݊(1,… , (ݎ +  (6) .(ℎ)݋

Proof. Assume that ݌ = exp(−ℎ)	 and denote ܦ(݇) the random event that all clusters of the set 
 .work. Then from the known formula for a probability of a finite set of events aggregation we	௞ܨ
have 

 ܳᇱ(ܴ) = 1 − ܲ(⋃ ௥(݇)ܦ
௞ୀଵ ) = 1 − ∑ (−1)௞ିଵ௥

௞ୀଵ 	∑ ܲ ቀܦ൫݅(1)൯…ܦ൫݅(݇)൯ቁଵஸ௜(ଵ)ழ⋯ழ௜(௞)ஸ௥ 		. (7) 

A number of clusters in the set ܩ൫݅(1),… , ݅(݇)൯ =  ௜(௞) similar to Formula (7) equalsܨ⋃…⋃௜(ଵ)ܨ

෍(−1)௦ିଵ
௞

௦ୀଵ

	 ෍ ݊ ቀ݅൫݆(1)൯… ݅൫݆(ݏ)൯ቁ
ଵஸ௝(ଵ)ழ⋯,௝(௦)ஸ௞

	 

Consequently 

ܲ ቀܦ൫݅(1)൯…ܦ൫݅(݇)൯ቁ = exp ൬−ℎ ቀ∑ (−1)௦ିଵ௞
௦ୀଵ ∑ ݊ ቀ݅൫݆(1)൯,… , ݅൫݆(ݏ)൯ቁଵஸ௝(ଵ)ழ⋯ழ௝(௦)ஸ௞ ቁ൰	.(8)  

Substituting the relations (8) into Formula (7) and using the exponent expansion into the Taylor 
series we obtain: 

 ×

ܳᇱ(ܴ) = 1 − ∑ (−1)௞ିଵ ∑ଵஸ௜(ଵ)ழ⋯ழ௜(௞)ஸ௥௥
௞ୀଵ

൬1 − ℎ ቀ∑ (−1)௦ିଵ௞
௦ୀଵ ∑ 	݊ ቀ݅൫݆(1)൯, … , ݅൫݆(ݏ)൯ቁଵஸ௝(ଵ)ழ⋯ழ௝(௦)ஸ௞ ቁ൰ + (ℎ)݋ =

= ݈ଵ +∑ ∑ ݊൫݅(1),… , ݅(݇)൯	݈ଵஸ௜(ଵ)ழ⋯ழ௜(௞)ஸ௥	
௥
௞ୀଵ ൫݅(1),… , ݅(݇)൯ + ,(ℎ)݋ ℎ ⟶ 0	.

 (9) 

As any commutation of the indexes 1,… ,  in Formula (9) does not change ܳᇱ(ܴ) so the following ݎ
equalities are true: 

 ݈൫݅(1),… , ݅(݇)൯ = ݈(1,… , ݇)	 , 1 ≤ ݅(1) < ⋯ < ݅(݇) ≤ 1  ,ݎ ≤ ݇ ≤  (10) .ݎ

From Formula (9) we have: 

 ݈ଵ = 1 − ∑ (−1)௞ିଵ௥
௞ୀଵ = 1 + (∑ (−1)௞ − 1௥

௞ୀ଴ ) = 0	. (11) 

݈(1) = ∑ (−1)௞ିଵ௥
௞ୀଵ ௥ିଵ௞ିଵܥ = ∑ (−1)௞ܥ௥ିଵ௞௥ିଵ

௞ୀ଴ = 0		,			݈(1,2) = −∑ (−1)௞ିଵܥ௥ିଶ௞ିଶ = 0,…௥
௞ୀଵ

݈(1,… , ݎ − 1) = (−1)௥ିଶ ∑ (−1)௞ିଵܥଵ௞ି௥ାଵ௥
௞ୀ௥ିଵ = 0	,										݈(1,… , (ݎ = 1.

		.(12) 

Theorem 1 is proved. 

Corollary 1. Denote ܿ(1,… , by clusters w from the set T then for ℎ (ݓ)ܿ the sum of	(ݎ ⟶ 0 we 
have: 

 ܳᇱ(ܴ) = ℎܿ(1,… , (ݎ +  (13) .	(ℎ)݋

Proof. Indeed in Corollary 1 assumption Formula (9) may be rewritten as follows: 

ܳᇱ(ܴ) = ݈ଵ +෍ ෍ ܿ൫݅(1),… , ݅(݇)൯	݈
ଵஸ௜(ଵ)ழ⋯ழ௜(௞)ஸ௥	

௥

௞ୀଵ

൫݅(1),… , ݅(݇)൯ +  (ℎ)݋

Using Formulas (11), (12) we obtain Formula (13). Corollary 1 is proved. 
Remark 1. Corollary 1 allows to analyze essential cooperative effects in the oriented graph 

with unreliable nodes because the characteristic ܿ(1,… ,  may differ significantly from the sum		(ݎ
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∑௥	௞ୀଵ c(k). The formulas (1) – (4), (13) show that procedures to calculate probabilities in these 
formulas have the complexity O(n2) by the number n of the graph nodes. 
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ABSTRACT 

 
Normalization at classification of initial data is an indispensable condition of an opportunity of 

comparison of technical and economic characteristics of the equipment and devices of power supply systems. 
In work, results of comparison of efficiency of ways of normalization of quantitative estimations of analyzed 
characteristics used in practice are resulted.  
 
Keywords. Normalization, classification, the equipment, characteristics, the importance attributes. 
 
 
 
I.  INSTRUCTION 
 

The automated classification of the equipment, its nameplate data and data on conditions of 
operation, refusals, test and repair on the set versions of attributes (VA) is widely used at the 
decision of some exploitation problems, volume number of problems about expediency of carrying 
out of maintenance service and repair. For example, it is necessary to establish most both the least 
reliable and economic power units. Value of the first is necessary at the decision of problems on 
distribution of loading, switching-off in a reserve, emergency switching-off at system failures and 
so forth. For the least reliable and economic power units carrying out of corresponding maintenance 
service and restoration of deterioration is required.  
 Thus, problems about the importance of attributes solved, as a rule, at an intuitive level, and 
ranging VA on the importance - is subjective, that is why it is often erroneous. Difficulties of an 
estimation of importance VA is caused, first, by a natural variety of scales and scale of 
measurement of attributes, their interrelation and a various orientation of influence. 

According to the accepted division of a scale happen quantitative (for continuous random 
variables, for example, residual service life, resistance to a direct current, loading, extent of 
transmission lines, number of short circuits, etc.), interval (for example, month of year, rated 
voltage and capacity, etc.), nominal, establishing quality standards (for example, quality of repair, 
type and conditions of the equipment, etc.).  
 Methodology of ranking of importance VA with interval and nominal scales of measurement 
has been considered by us in [1]. If for interval and nominal scales number VA fixed, at a 
quantitative scale of measurement classification demands development of special approaches. In 
practice, the quantitative scale, as a rule, transformed in interval. The number of intervals (i.e. VA) 
established subjectively, proceeding from features of a solved problem. Character of a divergence 
of average values of realizations VA among themselves and all data set does not stipulate, though 
divergences can have casual character. At classification of data it leads to loss of the information 
and finally to growth of risk of the erroneous decision. For prevention of these consequences, it is 
necessary to develop a method of classification of data, which would consider expediency of 
classification and overcame noted above difficulty. 
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II.  TRANSFORMATION ALGORITHM OF INITIAL DATA. 
 

Provides following sequence of calculations:  
 

1. Maintenance of a uniform orientation of influence. As «an orientation of influence», understand 
character of change of properties of the equipment (for example, reliability and profitability of 
power units) at increase or reduction of their quantitative characteristics (we shall agree to name 
their parameters). For example, the increase in the specific charge of conditional fuel (CF) testifies 
to decrease in profitability of work owing to deterioration of a technical condition of the capital 
equipment of power station. The same can be approved at increase in the charge of the electric 
power at own needs (PON). But the more operating ratio of the established capacity (RC), the 
reliability and profitability of work of the power unit above. In other words, CF and RC have a 
various orientation. The automated comparison of such parameters leads to erroneous decisions. 
Recognition of an orientation of influence at a small number of parameters is often accessible 
manually. With increase in number of parameters, the probability of a mistake increases. In the 
automated mode, recognition of distinction of an orientation of influence offered to spend by 
construction of a correlation matrix. As a whole, this matrix will appear interrelation of parameters 
necessary at estimation. For maintenance of a uniform orientation of parameters, it is enough to 
choose as the first (control) parameter of a matrix a parameter with known character of change at 
change of properties of object. Then the first line (column) of a matrix on a negative sign on factors 
of correlation will allow establishing number and conditional number of the parameters having 
other orientation, than a control parameter. 
 
2. Classification of data to the interconnected attributes is inexpedient, since also leads to loss of 
the information and growth of risk of the erroneous decision. Association of the interconnected 
versions of attributes allows to lower essentially their number and to simplify calculations. The 
quantitative characteristic of interrelation of attributes can be calculated in the form of estimations 
of factors of correlation )K( *

j,i . Than number of classified objects (m) It is less, that casual 

character *
j,iK , where ij; i=1, m; j=1, m, It is shown in a greater degree, both on size, and on a 

sign. In this connection dependence between attributes with probability not smaller than (1-), 
where  - the significance value, can be confirmed by the control of performance of following 
inequalities:  ,j,i

*
j,i KK  at 0K*

j,i   and 
*

,j,ij,i KK   at 0K j,i  , where j,iK  and j,iK  - critical 
values of factor of correlation at F*(Ki, j), according to equal  and (1-), where F*(Ki,j) – statistical 
function of distribution Ki,j. The estimation j,iK  also j,iK  is spent in following sequence: 

 

2.1. Two samples from m are modeled random variables  with uniform distribution in an interval 
[0,1]; 
 
2.2. Count factor of correlation between realizations samples; 
 
2.3. Items 1 and 2 repeat N time; 
 
2.4. On N to realizations *

2,1K  is under construction F*(K1,2); 

 
2.5. Are defined 2,1K  and 2,1K  for set . 

If to assume, that difficulties with various orientations VA eliminated, i.e. all realizations 
*

j,iK  will be positive, the size j,iK  is necessary for practical calculations only. Some results of 
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calculations j,iK  for of some  and m are resulted in table 1, and in figure 1 experimental and 
theoretical dependences )m(fK j,i   for most often used value are resulted =0,05. 

Table 1 
Critical values of factors of correlation independent samples 

 
n 

Significance value 
0,95 0,975 0,99 0,995 
K  K  K  K  

3 
5 
8 

10 
20 
30 
50 

0,989 
0,778 
0,632 
0,514 
0,393 
0,301 
0,220 

0,998 
0,864 
0,712 
0,608 
0,452 
0,357 
0,274 

0,999 
0,937 
0,726 
0,689 
0,506 
0,424 
0,320 

0,999 
0,959 
0,847 
0,730 
0,534 
0,446 
0,377 

 
It is established, that for m3 size 2,1K  with reliability not less than 0,99 can be calculated 

under the formula  m79.1K 2,1 . For example, at m=20 sizes 40.02079.1K 2,1  , and a 
divergence with result of modeling do not exceed 2,5 % 

 

 
 

Fig.1. Laws of change of critical value 2,1K  in function m For =0,05. 
 
3. Overcoming of influence of various units of measure and scale of parameters is reached by 
normalization (standardization) of quantitative estimations 

Normalization spent on one of following formulas [2]: 

X
XZ  ; 

maxX
X ; 


XX ;  

L
XX   

where 



m

1i
i

1 XmX ;  Xmax=max {X1; X2;..., Xm};  Xmin=min {X1; X2;..., Xm},  
1m
)XX( 2




 ; 

L=Xmax-Xmin;.  
 The Importance of these formulas does not stipulate.  
 As it has noted been above, normalization of initial data is necessary for comparison of 
attributes. We shall specify, about what comparison there is a speech. For this purpose, it is enough 
to consider only the first stage of recommended algorithm of classification of initial data [3]. The 
essence of the first a stage consists in the following. Let given m objects (for example, power units 
or transformers, or switches) and their basic characteristics. It is required to range these objects by 
way of increase of reliability and profitability of their work, for what: 
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▪ Realizations of each of quantitative characteristics we shall consider as set of random variables; 
▪ We calculate a number of their statistical parameters. Namely: average arithmetic value 

)П(M i
*
 , minimal Пi,min and maximal Пi,max values, disorder )П(L i

*
  and an average quadratic 

deviation )П( i
*
  under formulas: 







 

m

1j
ji,

1
i

* Пm)П(M ; 


 mimin.i }Пmin{П ; 


 mimax,i )Пmax{П ; )ПП()П(L min,imax,ii
*  ; 

)1m(
)]П(MП[)П(

2
i

*
i

i
*










 

▪ Realizations for which )П(MП i
*

i   carry to the first sample (to the first version i- th an 
attribute). Realizations, for which )П(MП i

*
i   with i=1,n – to the second sample (accordingly to 

the second version i- th an attribute). Such classification of data is widely used in practice, 
physically proved; 
▪ For both samples (v) each set average arithmetic values )П(M i

*
1,v  and )П(M i

*
2,v  with i=1,n 

are calculated. We shall notice, that essential distinction )П(M i
*

1,v  and )П(M i
*

2,v  is caused by 
distinction of number of both elements samples (mv,1,i  mv,2,i); 

▪ For everyone (i=1,n) data sets we define sample, for which divergence )П(M i
*
v  the greatest, 

i.e. )П(M i
*
v =max )П(M{ i

*
1,v ; )}П(M i

*
2,v , where )]П(M)П([M)П(M i

*
i

*
v,1i

*
1,v  , and 

)]П(M)П([M)П(M i
*

2,vi
*

i
*

2,v   ; 

▪ Define the greatest value )П(M*
v  among n values )П(M i

*
v . Here we collide with 

distinction of dimension and scale of attributes. 
In the subsequent, we shall consider efficiency of following transformations 

)П(M
ПП

i
*

i
i,1



 ; 
)П(L

ПП
i

*
i

i,2


 ; 
)П(M

)П(MПП
i

*
i

*
i

i,3



 ;  

)П(L
)П(MПП

i
*

i
*

i
i,4




  

 
III.  RESULTS OF COMPARISON WAYS OF NORMALIZATION INITIAL DATA 
 

If to consider the above-stated it is easy to conclude, that without normalization, ranging of 
objects on the importance at number of attributes n>1 it is labour consuming and with growth n 
Labour input increases. In the illustrative purposes in table 2 two characteristics of power, units are 
resulted and it is required to range these power units on the importance. 

Table 2 
Monthly average data on work PU 

Parameter Conditional number PU 
1 2 3 4 5 6 7 8 

Specific charge of 
conditional fuel 
Charge of the electric 
power on own needs 

 
374,6 
 
4,1 

 
371 
 
4,4 

 
368,4 
 
4,0 

 
369,7 
 
3,9 

 
336,7 
 
3,5 

 
373,9 
 
4 

 
363 
 
3,7 

 
374,2 
 
3,5 

 
For normalization we shall define, corresponding statistical parameters of the sets resulted in 

table 2. Results of calculations given in table 3 
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Table 3 
Results of calculations of sample parameters 

Parameter )П(M i
*
  Пi, min Пi,max )П(L i

*
  

Specific charge of 
conditional fuel 
Charge of the electric 
power on own needs 

 
366,4 

 
3,89 

 
336,7 

 
3,5 

 
374,6 

 
4,4 

 
37,9 

 
0,9 

 
 In tables 4 and 5 results of normalization, accordingly, estimations of the specific charge of 
conditional fuel )C( *

F  and the charge of the electric power on own needs )P*
ON are resulted. 

 
Table 4 

Results of transformation of estimations of the specific charge of conditional fuel 

Conditional PU Type of transformation 
CF, 1 CF, 2 CF, 3 CF, 4 

1 
2 
3 
4 
5 
6 
7 
8 

1,021 
1,012 
1,005 
1,009 
0,919 
1,020 
0,991 
1,021 

9,88 
9,79 
9,72 
9,75 
8,88 
9,87 
9,58 
9,87 

0,021 
0,012 
0,005 
0,009 
-0,081 
0,020 
-0,009 
0,021 

0,21 
0,12 
0,05 
0,09 
-0,79 
0,20 
-0,09 
0,21 

 
Table 5 

Results of transformation of estimations of the charge of the electric power for own needs 

Conditional PU Type of transformation 
PON 1 PON., 2 PON., 3 PON., 4 

1 
2 
3 
4 
5 
6 
7 
8 

1,054 
1,131 
1,028 
1,003 
0,900 
1,028 
0,951 
1,900 

4,58 
4,9 
4,44 
4,33 
3,89 
4,44 
4,11 
3,89 

0,054 
0,131 
0,028 
0,003 
-0,10 
0,028 
-0,049 
-0,10 

0,24 
0,58 
0,12 
0,01 
-0,43 
0,12 
-0,21 
-0,43 

 
 According to the sequence of classification of initial data stated above, we shall divide 
samples with identical transformation of realizations of random variables on two groups: 
- for the first transformation the first group includes realizations Пi,1>1, and the second group – 
realizations Пi,1<1 

- for the second transformation the first group includes realizations )П(LПП i
*

i2,i  , and the 
second group – realizations )П(LПП i

*
i2,i   

- for the third and fourth transformation is, accordingly, positive (+) and negative (-) values δПi.  
In semantic aspect, the first group is a group of "bad" power units, and the second – from 

"good".  
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Let's define average value of realizations of each of samples for both parameters and four 
kinds of transformation δПi and divergences )П(M i

*   with )П(M i
*

j,v  , i.e. we shall define 

)П(M)П(M)П(M i
*

j,vi
*

i
*

j,   . Results of calculations are resulted in table 6.  
It is obvious, that the more differs ]П[M i

*
  from ]П[M i

*
v , the importance of sample above. 

This parity accepted to criterion of the importance of sample. 
 

Table 6 
Estimations of a deviation of average value of realizations samples from average value of 

population )П(M i
*

j,    

Parameter Groups 
Samples of random numbers (Пi) 

j=1 j=2 j=3 j=4 

Specific charge of 
conditional fuel 

1 
2 

0,015 
0,045 

0,15 
0,44 

0,015 
0,045 

0,15 
0,44 

Charge of the electric 
power on own needs 

1 
2 

0,045 
0,083 

0,21 
0,36 

0,045 
0,083 

0,21 
0,36 

 
 Analysis of given tables 4, 5 and 6 allows to conclude: 
 
1. Tables 4 and 5 testify that transformations of estimations of the specific charge of conditional 

fuel and the charge of the electric power on own needs i,1П  and i,2П though demand less 
calculations, but do not solve one of the main tasks of normalization – distinction of scale of 
measurement. 

2. The greatest value of a divergence )П(M i
*

1,   = )П(M i
*

3,    takes place for sample of 
realizations of the charge of the electric power for own needs of power units (0.083), and at j=2 
and j=4 – for sample of realizations of the specific charge of conditional fuel of power units. 
Such divergence speaks distinction in reflection of statistical parameters of samples. At j=1 and 
j=3 average value )П(M i

*
 is considered only, and at j=2 and j=4 – average value and disorder. 

With increase, )П(M i
*
  the relative size of a deviation iП  depends on type of a parameter. 

For example, for the specific charge of conditional fuel the size of a deviation is measured in 
terms of percent, and for average capacity – in tens percent. With increase in scope )П(L i

*
  the 

relative size of a deviation )П(M i
*

j,    increases. The factor of correlation here is significant.  
3. Hence, for recommended algorithm from the considered four variants of transformation it is 

expedient to use only a variant with )П(L)]П(MП[П i
*

i
*

ii   
 
CONCLUSION 
 
1. In the practice for the classification of multivariate data, are used various methods of 

normalization of quantitative estimations of the attributes describing object of research.  
2. Among transformations used in practice by the most effective it is necessary to consider 

transformation, for which )П(L)]П(MП[П iiii   
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ABSTRACT 
 
First passage time of semi-Markov performance process of a multistate system are considered. TTT 

(Total time on Test) transform ordering is discussed. 
 

 
1. INTRODUCTION 
 

First passage times of appropriate stochastic process have often been used to represent times 
to failure of devices or systems which are subject to shocks and wear, random repair time and 
random interruptions during their operations. The life distribution properties of these processes have 
therefore been widely investigated in reliability and maintenance literature. When the performance 
process of a multistate reliability system is Markov or semi-Markov process, we need to study the 
ageing properties of the first passage time distribution from up states to down states. Identification 
of failure rate model in statistical lifetime data analysis is major problem in the field of reliability 
and survival analysis. The total time on test (TTT) transform is used as a tool for identification of 
failure distribution model in binary system. When a system is modeled by Markov or semi-Markov 
process it is quiet interesting to get a procedure for the ordering of the failure distribution using its 
TTT which based on transition probability function.  

Use of TTT transform for the identification of failure rate models (IFR/DFR/ Bathtub 
shaped/constant) in the binary system case is discussed by Barlow and Campo (1975). Later, 
Klefsjo (1982) presented some relationship between the TTT transform and other ageing properties 
(with their duals) of random variable. Barlow and Proschan (1996) discussed a wide application of 
IFR/DFR distributions in maintenance and replacement policies of a binary reliability system. Nair 
et al. (2008) studied the properties of TTT transforms of order n and examined their applications in 
reliability analysis. 

But when we consider a complex system whose performance process is Markov or semi-
Markov, we need the knowledge of ordering for applying suitable maintenance and 
repair/replacement policies. The ordering of distribution of performance process is Markov/semi-
Markov will be helpful to the engineers and designers for applying suitable maintenance and repair 
or replacement policies. 

In this paper, we consider a semi-Markov system whose first passage time distribution  and  
the reliability function based on the transition probability function in the up states. We define the 
TTT using transition probability function. The conditions of ordering are discussed. 

This paper is arranged as follows. Section 2 recall the existing results for identification of 
failure rate model of random variables based on TTT. In section 3, we discuss TTT transform 
ordering based on transition probability function of a semi-Markov process. In Section 4, we 
introduce some conditions for ordering  properties of the semi-Markov system based on TTT built 
from transition probability function. Conclusions are given at the last section. 
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2. TTT TRANSFORM OF A LIFETIME RANDOM VARIABLE 
 

Many parametric lifetime models such as Gamma, Weibull, and Truncated Normal 
distributions have monotone failure rate. The failure rate function λ(t) will be continuous and twice 
differentiable for all t > 0 with the exception of the exponential distribution. Total time on test 
(TTT) transform is a fundamental tool in reliability investigation.  

Given a random sample of size n from a nonnegative random variable with distribution F, 
let nnnrnn XXXX ,...,,...,, 21  be the order statistic corresponding to the sample. The total time on test 
to the r-th failure is  

).)(1(...))(1()( )1(121  rnnrnnnnr XXrnXXnnXXT  

It is the sum of all observed lifetimes that can be expressed as .)()(
1




r

k
nrnknr XrnXXT  

If F is exponential with mean θ and we observe the first r ordered values, then it is well 
known that the maximum likelihood, minimum variance, unbiased estimator of θ is, 

).(1),(€ nrXT
r

nr   

Define ),(1)/(1
rnn XT

n
nrH   then  ,)](1[)/(

)/(

0

1
1




 nrF

nn
n duuFnrH  where  )(uFn  is the 

empirical distribution function defined as 

                         













 

nn

niin

n

n

Xu
XuXni

Xu
uF

,1
,/

,0
)( ,1

1

  and }.)(:inf{)(1 uxFxuF nn   

 
The fact that  )()( xFxFn     uniformly at continuity points of F, by Glivenko Cantelli 

theorem, implies 




)(

0

)/(

0/,

11

)](1[)](1[lim
tFnrF

ntnrn duuFduuFn uniformly in ]1,0[t . 

Define ]1,0[,)](1[)(
)(

0

1
1

 


 tduuFtH
tF

F to be the TTT of the distribution F. 

Barlow and Campo (1975) proved the following result. 
 
Theorem 2.1 There is a 1-1 correspondence between distributions F and their transform 1

FH . 
Note that  FH  is a distribution with support on  ],,0[   where μ is the mean of F, since 

 


 )1(

0

1
1

)](1[)1(
F

F duuFH  when .0)0( F  

Then 
)1(
)()( 1

1






F

F

H
tHt is a continuous increasing function on [0; 1], which is 0 at t = 0 and 1 at 

t = 1. 
 
Model Identification 
 

Let 0,),/exp(1)(   xxxG be the exponential distribution with mean µ. Then 




  )(

0

)(

0

/1
11

)()(
tGtG x

G txdGdxetH  and scaled TTT, 

                                                                                     (3.1) 

  

].1,0[,
)1(
)()( 1

1

 



tt
H

tHt
G

G
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The scaled TTT of the Exponential distribution is a 045   line on [0,1]. The normalized total 
time on test is the boundary between the corresponding transforms of IFR and DFR distributions. 
TTT that permits to classify distributions according to their failure rate is that its slope evaluated at t 
= F(x) is the reciprocal of the failure rate at X.  

                                   ,
)(

1
)(

)(1|
)]([

)1(|)( )(1)(
1

xxf
xF

tFf
ttH

dt
d

xFtxFtF 






 

             (3.2) 

where  λ is the failure rate of F. 
 
Semi-Markov system 
 

We are concerned with a multistate system (MSS) having M + 1 states 0,1,…,M where '0' is 
the best state and 'M' is the worst state, see Barlow and Wu (1978) for details of MSSs. At time zero 
the system begins at its best state and as time passes the system begins to deteriorate. It is assumed 
that the time spent by the system in each state is random with arbitrary sojourn time distribution. 
The system stays in some acceptable states for some time and then it moves to unacceptable (down) 
state. The first time at which the MSS enters the down state after spending a random amount of time 
in acceptable states is termed as the first passage time (failure time) to the down state of the MSS. 
We study the aging properties of the first passage time distribution of the MSS modeled by the 
semi-Markov process }0,{ tYt . In the MSS with states {0,1,…,k,k+1,…,M} where {0,1,…,k} is the 
acceptable states, the sojourn time between state 'i' to state 'j' is assumed to be distributed with 
arbitrary distribution ijF . 
 
First Passage Time And Reliability Function 
 

Let E = {0,1,…,M} be a set representing the state of the MSS and probability space with 
probability function P, on which we define a bivariate time homogeneous Markov chain  

nnn XnTXTX ,...}},2,1,0{,,{),(   takes values of E and  nT on the half real line ),0[ R , 
with ......0 21  nTTT  Put 1 nnn TTU   for all .1n  This Markov process is called a 
Markov renewal process (MRP) with transition function, the semi-Markov kernel, Q = [ ijQ ], where 

0,,],|,[)( 1   tEjiiXtUjXPtQ nnnij  and 0,,0)(  tEitQii . 
Now we consider the semi-Markov process (SMP), as defined in Pyke (1961). It is the 

generalization of Markov process with countable state space. SMP is a stochastic process which 
moves from one state to another of a countable number of states with successive states visiting form 
a Markov chain, and that the process stays in a given state a random length of time, the distribution 
of which may depend on this state as well as on the one to be visited in the next. Define

},...,sup{, 21 tUUUTnNXZ nntNt t
 it is the semi-Markov process associated with the 

MRP defined above. In terms of Z, the times  ,..., 21 TT  are successive times of transitions for Z, and  
,..., 10 XX are successive states visited. If Q has the form 

,0,,],1][|[)( )(
1  
 tEjieiXjXPtQ ti

nnij
  for some function λ(i),  Ej then the process  

tZ  is a Markov process. That is, in a Markov process, the distributions of the sojourn times are all 
exponential independent of the next state. The word semi-Markov comes from the somewhat 
limited Markov property which Z enjoys, namely, that the future of Z is independent of its past 
given the present state provided the "present" is the time of jump. Let ijI  =indicator function of 

}{ ji  . Define the transition probability that system occupied state  at time t > 0, given that it 
is started at state i at time zero, as,  0,,  tEji  

Ej
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),,)((*)(]|[]|[)( 00 jitPQIthiXjXPiZjZPtp ijiNtij t
  

 where )]([)(,)(1)( tptPtQth ij
k

iki   and 



Ek

t

kjik xtpdxQjitPQ
0

)()(),)((*  

To obtain the reliability function of the semi-Markov system described above, we must 
define a new process, Y with state space  U , where U denotes set of all up states {0; 1; :::; k} 
and   is the absorbing state in which all the states {k + 1, …;M} of the system is united. Let  DT  
denote the time of first entry to the down states of Z process. 

That is, )(tt ZY   if  )(DTt    and tY  if ).(DTt   
Let 1)1,...,1,1(1 , a unit row vector with appropriate dimension. The process tY is a semi-Markov 
process with semi-Markov kernel 
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3. TTT ORDERING OF SEMI-MARKOV SYSTEM 
 

In order to identify the failure rate behavior of a semi-Markov system based on the transition 
probability function, we define the TTT based on transition probability function in up states as 
follows. Let F be the first passage time distribution of a semi-Markov system, define 
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Let F and G be the distributions of first passage time of two semi-Markov processes with 

transition probability functions ]1,0[,,)()(  tUjiuqandup ijij  
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When interarrival time of semi-Markov p-system is less that of q-system, we have TTT of F 

is less than that of G.  
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 . When this holds we say 

that the first passage time of semi-Markov p-system is less that that of q-system in TTT order. But 
this is possible only when ]1,0[,,),()( 11   tUjitGtF  and ]1,0[,,)()(  tUjiuqup ijij . 

As the rate of transition from state i to state j is greater in p-sysetm than in q-system then the 
failure of system occur rapidly. So that TTT of the p-system will be smaller than that of q-system. 

Also )()( 11 tGtF   indicate that chance of occurrence of p-system early failure is greater 
than that of the q-system.  

In a semi-Markov system it is very difficult to compute mean or variance  or expected value 
of  any convex function of first passage time random variable. In such situation TTT is found to be 
good ordering tool. 

 
4. TTT ORDERING OF CONTINUOUS TIME MARKOV PROCESSES 
 

Consider a Markov process in continuous time and discrete state space {1,2,…,M},  Doob 
(1953), p.241. The system starts in state '1' at time zero and as it enters 'M', it remains there. 
Consider the intensity matrix, ][ ijhH  with entries  

.0,,1},1,...,2,1{,0 1   iMiiij hhhijMih  
The Kolmogorov's system of differential equation becomes, 

for tuiYjYPutp utij  0],|[)(  and we take u = 0, 
0)(,),()()( 1

1   tpMithpthptp Mkkiikik  
with initial conditions,  ,)0( ikikp   the indicator of {i=k}. Then,  

1)(,,0)(  tpMktp MMMk  
and it is easily verified that the solution is 
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Here the process is of monotone paths. Now consider }1,...,1,0{,  Mji  
  .

)(
)1(

)()(
)1(

00

1

hk
ikdtet

k
hdt

k
ehtH htik

ikhtik

pij 








  
 

   

Therefore  
 

 

.
)1(

)()1(
)(

)1(

)(

)(

0

1

)(

01

1

1

1

























tF huik
ik

tF huik

p

p

dueu
ik

h

du
k
ehu

ik
hk

H

tH

ij

ij

 

 It is the scaled TTT transform for q-system with r and k. 
Similarly, let 
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be the scaled TTT transform for q-system with r and k. 

Since ruik eu  is unimodel curve, 
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This is possible only when ].1,0[),()( 11   ttGtF  But )()( xGxF   imply 
].1,0[),()( 11   ttGtF  Thus qstp ZZ   would imply qTTTp ZZ   order of semi-Markov systems 

with restrictions. 
 
 
5. CONCLUSION 
 

The TTT transform ordering of first passage time distribution of a semi-Markov system is 
discussed.  This ordering is applicable for Multi-state systems whose performance process is 
modeled using semi-Markov process.  
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ABSTRACT 
 

Uniqueness of solution at a scheme choice for the restorable power system on the artificial 
neural network (ANN) base is shown. The elementary scheme of a power network is used for 
this purpose and the subsequent distribution of its results is applied on any network 
configuration. The way of priority accounting for loads is developed at creation of the 
restorable power system on the base of the proof on solution uniqueness for ANN. 
 
Keywords: power system restoration, network configuration search, artificial neural network, 
load priority. 

 
 

1. INTRODUCTION 
 

Power supply restoration with mode restrictions after blackouts is an important component of 
operational reliability for power networks [1-3]. This task is difficult for finding of an acceptable 
solution in the conditions of rigid time constraint because of a large number of sources, consumers 
and the switching devices. The use of the neural network technique together with graph processing 
algorithm for its solution was discussed earlier [4-6]. Such combination allows significant 
accelerating for a solution search, and self-training using of the artificial neural networks (ANN) 
expands a mode variation area.  

Without stopping in details on the basic provisions [4], we want to note, the combination 
selection of a line breaker state for a power network, offered by ANN, is executed by the mode 
calculation block (MCB). It checks validity of the received combination on mode conditions and the 
generalized error vector, which controls ANN solution search. It is obvious; such process should not 
lead to a situation, when the last offered combination: a) repeats one of the previous ones, b) is 
situated farther of a required solution, than previous ones. The satisfaction of these constraints 
defines stability and convergence of the search.  

On basis of back propagation algorithm for ANN training [7], it is possible to state, at the 
specified input data the ANN will aim to configure the weighting coefficients, to get the required 
response on an output, which set a difference of the current ANN 
response and an error in our case [5]. Thus, for the proof of solution 
stability it is required to show convergence of an mismatch error for 
the current and required ANN responses. 

 
2. A SOLUTION CONVERGENCE 

 
We begin the convergence proof with consideration of an 

elementary case for three circuits united in the triangular scheme 
(fig. 1). We admit there are no sources and loadings in a node x3 for 
simplification of situation. We construct circuit states by search 
method of all possible options in the mode of ANN self-training on 
the scheme base. Since the proof is carried out for a circuit breaker 

Figure 1. The elementary cell  
of a power network. 
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state, target parameter considers the consumer providing with active power. Voltage level 
restrictions in nodes and currents in circuit are assigned to MCB. 

Reaction of the error forming algorithm to all possible breaker state combinations for a 
distribution network and ANN responses to them is shown in tab. 1. Here ORS – operational 
restrictions on breakers of a distribution network: 1 – operations are allowed with the breaker, 0 – 
operations are prohibited with the breaker. ANN – the breaker state is offered ANN: 1 – the breaker 
is switched on, 0 – the breaker is switched off. MCB – a network state is after MCB work: 1 – the 
breaker is switched on, 0 – the breaker is switched off. The n-th approximation error: 1 – the 
unallowable switching on because of the mode revealed by the error shaping block in MCB after its 
work. X,Y,Z – circuit breakers (fig. 1). 

 
Table 1. Forming stages of an error vector for all possible breaker state combinations of a network 

and an ANN response 
 

ANN ORS MCB An error of 1-
st approx.  

An error of 2-
nd approx.  

An error of 3-
rd approx.  

Combination 
# XYZ XYZ XYZ 

000 000 000 000 – – 0,0 
000 001 000 001 – – 0,1 
000 010 000 010 – – 0,2 
000 011 000 011 – – 0,3 
000 100 000 000 – – 0,4 
000 101 000 001 100 000 0,5 
000 110 000 010 100 000 0,6 
000 111 000 011 000 – 0,7 

       
001 000 000 001 000 – 1,0 
001 001 001 001 000 – 1,1 
001 010 000 011 000 – 1,2 
001 011 001 011 000 – 1,3 
001 100 000 001 000 – 1,4 
001 101 001 101 000 – 1,5 
001 110 000 011 100 000 1,6 
001 111 001 011 000 – 1,7 

       
010 000 000 010 000 – 2,0 
010 001 000 011 000 – 2,1 
010 010 010 000 – – 2,2 
010 011 010 001 000 – 2,3 
010 100 000 010 000 – 2,4 
010 101 000 011 000 – 2,5 
010 110 010 100 000 – 2,6 
010 111 010 001 000 – 2,7 

       
011 000 000 011 000 – 3,0 
011 001 001 010 000 – 3,1 
011 010 010 001 000 – 3,2 
011 011 011 000 – – 3,3 
011 100 000 011 000 – 3,4 
011 101 001 110 000 – 3,5 
011 110 010 101 000 – 3,6 
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continuation of table 1 
ANN ORS MCB An error of 1-

st approx.  
An error of 2-

nd approx.  
An error of 3-

rd approx.  
Combination 

# XYZ XYZ XYZ 
011 111 011 000 – – 3,7 

       
100 000 000 100 000 – 4,0 
100 001 000 101 000 – 4,1 
100 010 000 110 000 – 4,2 
100 011 000 111 000 – 4,3 
100 100 000 100 – – 4,4 
100 101 000 101 100 000 4,5 (!) 
100 110 000 110 100 000 4,6 (!) 
100 111 000 111 000 – 4,7 

       
101 000 000 101 000 – 5,0 
101 001 001 100 000 – 5,1 
101 010 000 111 000 – 5,2 
101 011 001 110 000 – 5,3 
101 100 000 101 000 – 5,4 
101 101 101 000 – – 5,5 
101 110 000 111 100 – 5,6 (!) 
101 111 101 000 – – 5,7 

       
110 000 000 110 000 – 6,0 
110 001 000 111 000 – 6,1 
110 010 010 100 000 – 6,2 
110 011 010 101 000 – 6,3 
110 100 000 110 000 – 6,4 
110 101 000 111 100 – 6,5 (!) 
110 110 110 000 – – 6,6 
110 111 110 000 – – 6,7 

       
111 000 000 111 000 – 7,0 
111 001 001 110 000 – 7,1 
111 010 010 101 000 – 7,2 
111 011 011 100 000 – 7,3 
111 100 000 111 000 – 7,4 
111 101 101 010 000 – 7,5 
111 110 110 001 000 – 7,6 
111 111 011 100 000 – 7,7 

 
Since the error is equal to zero after several iterations for all considered cases, the assumption 

of a solution convergence for the power network scheme (fig. 1) is established. It is necessary to 
consider separately the cases noted by a sign "(!)". Here at the initial stage the error indicates circuit 
switch on, inadmissible on mode conditions. This circuit will be switched on nevertheless, but at 
other admissible state combination of breakers. It occurs because the error-shaping block forbids 
circuit switch on for the studied combination in this case because of mode restrictions, but search of 
the correct solution remains for ANN. 

Now we will consider a case of a power network from any number of circuits, sources and 
consumers. Let's, ௞ܸ = 1, if a voltage isn’t in the node k, and ௞ܸ = 0, if the node k is connected 
correctly. Function ௠݂௢ௗ is determined as the sum of all nodes ௞ܸ , i.e. ௠݂௢ௗ = ∑ ௞ܸ

௡
௞ୀଵ , where n is 

number of nodes, and min( ௠݂௢ௗ) is the sum of all ௞ܸ , which can’t be provided with the electric 
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power in the current network configuration because of mode and other restrictions, for example, for 
single line that is impossible to switch on. 

When the first ANN response (ܫ)̅ is received), it is checked by MCB, then the vector of the 
generalized error (ܧത) is formed for the current response. As a result, some solution (a required 
response) ( തܴ) is formed, to which it is necessary to lead the current response, i.e. തܴ = ܫ ̅ −  ത. The തܴܧ
definition initializes BP algorithm. ANN weighting coefficients change so that ܫ ̅ → തܴ. When ܫ  ̅will 
change (the state at least of one network line will change), training activity stops, a new ANN 
response ܫଵ̅ forms ܧതଵ	and	 തܴଵ, then the training algorithm is started again. The training cycle is 
repeated, while ௠݂௢ௗ > min( ௠݂௢ௗ). 

Really when forming ܧത there is a continuous updating തܴ, until തܴ become a valid solution, i.e. 
equality will be executed ௠݂௢ௗ( തܴ) = min൫ ௠݂௢ௗ( തܴ)൯. If to prove that ௠݂௢ௗ constantly aims to 
min( ௠݂௢ௗ), it will be proved that any problem can be solved for a finite number of iterations, i.e. 
computation process is stable. 

It is obvious from forming of an error vector algorithm [5] that only one line is considered at 
the same time. Let's designate it as X line from x1 top to x2 top. Then all other power network graph 
can simplify for forming time of an error vector for the considered line as the next ways: 

1) if X line (switching on) has a available power source Pavailable. (it is admissible in the x1 
node), and some available / consumed power P± is available in the x3 node, the graph is minimized 

to presented it on fig. 2. Thus, all other network can be 
minimized to relative Y line, which characterizes possibility to 
give power from x3 to x1 (operations with Y are prohibited in the 
presence Pavailable. and P+), and to relative Z line, which 
considering possibility to provide the x2 loading through the x3 
node, and also P± , which can be to receive/deliver through Z or 
Y. Here P± is meant that the node can be a source, a consumer or 
their combination. P+ and Pavailable can have both one source and 
different ones. Then the graph convergence of a power network 
is considered in tab. 1 (a combination 2, 7). If Z line is absent / is 
prohibited to switching on, the combination 2, 3 corresponds 
from tab. 1 to this case. If Y line is absent / is prohibited to 
switching on, the combination 2, 6 corresponds from tab. 1 to 
this case. If Z and Y lines are absent / are prohibited to switching 
on, the combination 2, 2 corresponds from tab. 1 to this case. 

2) If Pavailable. is in the x1 node and the x2 node is provided with the power through Z line, the 
network can be minimized to presented it on fig. 3. In this case 
Y line characterizes possibility of power transfer to the x1 or x2 
nodes by a different way. It is considered in tab. 1 (a 
combination 4, 7). If Z line is absent / is prohibited to 
switching on, from tab. 1 the combination 4, 6 corresponds 
from tab. 1 to this case.  If Y line is absent / is prohibited to 
switching on, from tab. 1 the combination 4, 3 corresponds 
from tab. 1 to this case. If Z and Y lines are absent / are 
prohibited to switching on, the combination 4, 2 corresponds 
from tab. 1 to this case. 

It is obvious that two described above a case are almost 
identical and easily pass one in other replacement of X line by 
Z and vice versa, but they show in couple as ANN training will 
behave, when finding the best option of power transfer to the 
consumer, which is already provided with energy.  

Figure 2. Scheme of network with 
three lines and available power  

in x1 node.  

Pavailablex1

X Y

Z

P load

x2

x3

+P-

Figure 3. Scheme of network with 
available power in x1 and x3 nodes.  

+P-
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P load

X Y

Z
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3) If the x1 and x2 nodes are not connected to a source, 
the simplified network graph corresponds to it on fig. 4 
where Y line allows connecting the x1 node, and Z line 
allows connecting the x2 node. This case is provided to tab. 
1 (a combination 0, 7). If Z line is absent / is prohibited to 
switching on, the combination 0, 6 corresponds from tab 1 
to this case. If Y line is absent / is prohibited to switching 
on, the combination 0, 3 corresponds from tab. 1 to this 
case. If Z and Y lines are absent / are prohibited to switching 
on, the combination 0, 2 corresponds from tab. 1 to this 
case. 

After forming of an error for X line =Xi the program 
passes to forming of an error for other lines X=Xk. There are considered the simplified network 
graph representations, and Xi can belong now both Y line, and Z line for new minimized graphs. 

The similar is executed for all lines of the network graph then forming process of an error 
comes to an end, ANN training procedure is executed to change of its response. Thus, function 
௠݂௢ௗ changes towards reduction. The further forming procedure of the generalized error and ANN 

training repeats necessary number of times, until the condition ௠݂௢ௗ = min( ௠݂௢ௗ) will be satisfied. 
Thus, it is proved that each subsequent solution does not increase the search function of 

combinations ௠݂௢ௗ, therefore, a solution is stabile. 
 

3. AN ACCOUNTING OF LOAD PRIORITIES 
 

The restorable generators start giving out power and gradually increase it in restoration 
process of power system. At equal load importance, their providing on the ANN basis is carried out 
according to above the stated technique. However, different consumers define requirements to load 
restoration urgency in different degree. In this case, operational restriction on the breaker is 
prohibition on its switch on (because of repair, audit, etc.). Nevertheless, it is obvious that first of all 
it is necessary to provide auxiliary of the generator. Generally, degree of urgency is defined by 
loading priority. How there is such providing for loadings?  

If ANN is used, a task complexity is connected with a parallel search of the scheme for load 
providing. Generally, operational restriction on the breaker defines prohibition on change of the 
breaker state by the scheme search. Such approach allows using of ANN for load providing taking 
into account their priority. 

If the highest priority loads are provided, the their values, the available powers in the 
corresponding network nodes and data on the prohibited to change of breaker states are used as 
basic data (here, prohibition on switch on), if those are available, and zero loadings in all other 
nodes. The scheme of load providing for the highest priority is defined and is remembered in the 
training set of the highest priority level. Further, all breakers of network which are switched on at 
this stage are put under restriction "prohibition on change of state". Loadings of the second priority 
level are added in node data, and scheme search of load providing is carried out, including the 
second priority level. Transition to the following priority level is made on power availability of 
sources after the scheme solution for level with the highest priority. The found new solution is 
remembered in the training set of the second priority level. These operations repeat for loadings of 
each priority and stop, if the available power of sources will be settled or if the level of the lowest 
priority is provided.  

Thus, own training set is formed at each priority level, which allows putting in unambiguous 
compliance the basic data with the received decision, as it has been shown for case with one priority 
level at assessment of solution convergence on the ANN basis.  

 

Figure 4. Scheme of network 
without available power in x1 and x2 
nodes.  
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4. CONCLUSIONS 
 

A power system restoration can be automated by an ANN use for increase of its reliability. It 
allows reducing the recovery time of a power supply especially for consumers of a high priority. 

It is important to convince for network scheme search of load providing on the ANN basis 
that the solution is only for the proper data set. It is proved on the analysis basis of the elementary 
scheme and options of reduction of the network scheme to the elementary scheme that each 
combination of a breaker state does not repeat in the scheme search process of a network 
restoration, and each subsequent solution does not increase combination search function ௠݂௢ௗ, 
therefore, a solution is stabile and converges to min( ௠݂௢ௗ). 

For accounting of load priority in network scheme search by ANN means, it is necessary to 
impose condition "prohibition on the change of breaker state" for the breakers, which prohibited for 
switching on and for the breakers, which have connected loadings with higher priority. Own 
training set is formed at each priority level, which allows putting in unambiguous compliance the 
basic data with the received decision. The uniqueness of the solution has been proved earlier for the 
single priority level. 
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