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Abstract 

 

In this paper, we choose such a particular formulation of the problem of 

calculating linear regression coefficient, when the moments of observation form 

an arithmetic progression or depend in proportion to some degree of the 

observation number and variances of the estimation of the safety margin of the 

technical system decrease over time. It is proved that the variance of the trend 

estimation in this case decreases as a certain degree of the length of the series of 

observations. This makes it possible to evaluate the effectiveness of non-

destructive testing for the safety margin of the technical system.  
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1  Introduction 
 

The problem of studying the variance of the linear trend estimation and its dependence on the 

length of the time series, that this estimation is based on, is of both theoretical and practical 

interest. This problem is closely related to the problem of small samples in mathematical statistics. 

In reliability theory, this problem occurs when using linear regression analysis to predict the safety 

margin of a technical system (see, for example, [1], [2]). In this regard, of particular interest is the 

task set by O. V. Abramov to study the variance of the estimation when the intervals between 

successive moments of observation and the variance of the estimation of the safety margin of the 

technical system decrease over time. 

By analogy with [3] in this paper, we choose such an honest statement of this problem, 

when the observation moments form an arithmetic progression or grow as less than one degree of 

the observation number. Similarly, it is assumed that the variance of the observation estimate also 

decreases in proportion to some degree of the observation number. It is proved that the variance of 

the trend estimation in this case decreases as a certain degree of the length of the series of 

observations. This makes it possible to use short series of observations to evaluate the linear trend 

and also to evaluate the effectiveness of non-destructive testing for the safety margin of the 

technical system [4] – [6]. 

Consider the following linear regression model 𝑥(𝑡) = 𝑦(𝑡) + 𝜀(𝑡), 𝑦(𝑡) = 𝑎𝑡 + 𝑏. Assume 

that at times 𝑡1, … , 𝑡𝑛 , 0 ≤ 𝑡1 < 𝑡2 < ⋯ < 𝑡𝑁 , measured values are 𝑦(𝑡1),… , 𝑦(𝑡𝑁) with random 

errors 𝜀1, … , 𝜀𝑁 . The random variables 𝜀1, … , 𝜀𝑁 are assumed to be independent, equally distributed 

with zero mean and variance 𝜎2. 
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To solve this problem, replace the variable 𝑡̃ = 𝑡 − 𝑇𝑁 , 𝑇𝑁 =
∑𝑁

𝑘=1 𝑡𝑘

𝑁
, and define a linear 

function  

𝑦̃(𝑡) = 𝑦(𝑡 + 𝑇𝑛) = 𝑎𝑡 + 𝑏 + 𝑎𝑇𝑁 = 𝑎𝑡 + 𝑏̃ ,    ∑

𝑁

𝑘=1

𝑡̃𝑘 = 0,    𝑏̃ = 𝑏 + 𝑎𝑇𝑁 . 

To do this, we compute 𝑡̃𝑘 , 𝑘 = 1, … ,𝑁, and construct the least squares [7], [8] estimates of the 

coefficients 𝑎, 𝑏̃ of the linear regression function 𝑦̃(𝑡) = 𝑎𝑡 + 𝑏̃ from observations  
𝑥1 = 𝑦̃(𝑡̃1) + 𝜎1𝜀1̃, … , 𝑥𝑁 = 𝑦̃(𝑡̃𝑁) + 𝜎𝑁𝜀𝑁̃ . 

Here 𝜀1̃, … , 𝜀1̃ are independent random variables with zero means and unit variances. 

The solution of this problem is a random vector consisting of estimates  

𝑎̂𝑁 =
∑𝑁

𝑘=1 𝑥𝑘𝑡̃𝑘
∑𝑁

𝑘=1 𝑡̃𝑘
2 , 𝑏̂𝑁 =

∑𝑁
𝑘=1 𝑥𝑘

𝑁
 

of coefficients 𝑎, 𝑏̃ of linear function 𝑦̃(𝑡). The components of this vector have the following 

averages, variances, and covariance coefficient:  

𝑀𝑎̂𝑁 = 𝑎, 𝑀𝑏̂𝑁 = 𝑏̃, 𝐷𝑎̂𝑁 =
∑𝑁

𝑘=1 𝜎𝑘
2𝑡̃𝑘

2

(∑𝑁
𝑘=1 𝑡̃𝑘

2)2
 , 𝐷𝑏̂𝑁 =

∑𝑁
𝑘=1 𝜎𝑘

2

𝑁2
, 𝑐𝑜𝑣(𝑎̂𝑁 , 𝑏̂𝑁) =

∑𝑁
𝑘=1 𝑡̃𝑘𝜎𝑘

2

𝑁 ∑𝑁
𝑘=1 𝑡̃𝑘

2 . 

(1) 

2  Main Results 
 

Statement 1.  The following equalities are true  

∑

𝑁

𝑘=1

𝑡̃𝑘
2 = ∑

𝑁

𝑘=1

𝑡𝑘
2 −

1

𝑁
(∑

𝑁

𝑘=1

𝑡𝑘)

2

, 

(2) 

∑

𝑁

𝑘=1

𝜎𝑘
2𝑡̃𝑘

2 = ∑

𝑁

𝑘=1

𝜎𝑘
2𝑡𝑘

2 + ∑

𝑁

𝑘=1

𝜎𝑘
2

𝑁2
(∑

𝑁

𝑖=1

𝑡𝑖)

2

−
2

𝑁
∑

𝑁

𝑘=1

𝜎𝑘
2𝑡𝑘 ∑

𝑁

𝑖=1

𝑡𝑖 . 

(3) 

   Proof. Statement 1 follows from the following equalities  

∑

𝑁

𝑘=1

𝑡̃𝑘
2 = ∑

𝑁

𝑘=1

(𝑡𝑘 −
1

𝑁
∑

𝑁

𝑖=1

𝑡𝑖)

2

= ∑

𝑁

𝑘=1

(𝑡𝑘
2 −

2𝑡𝑘
𝑁

∑

𝑁

𝑖=1

𝑡𝑖 + (
1

𝑁
∑

𝑁

𝑖=1

𝑡𝑖)

2

) = 

 

= ∑

𝑁

𝑘=1

𝑡𝑘
2 −

1

𝑁
(∑

𝑁

𝑘=1

𝑡𝑘)

2

, 

 

∑

𝑁

𝑘=1

𝜎𝑘
2𝑡̃𝑘

2 = ∑

𝑁

𝑘=1

𝜎𝑘
2 (𝑡𝑘 −

1

𝑁
∑

𝑁

𝑖=1

𝑡𝑖)

2

= ∑

𝑁

𝑘=1

𝜎𝑘
2 [𝑡𝑘

2 +
1

𝑁2
(∑

𝑁

𝑖=1

𝑡𝑖)

2

−
2

𝑁
𝑡𝑘 ∑

𝑁

𝑖=1

𝑡𝑖]. 

  Equidistant series of observations. By equidistant series of observations, we will understand 

such a series in which the following equalities are fulfilled  
𝑡𝑘 = 𝑘, 𝜎𝑘

2 = 𝜎2, 𝑘 = 1, … , 𝑁. 

 Statement 2.  The following relations are valid for an equidistant series of observations  

𝐷𝑎̂𝑁 =
12𝜎2

𝑁3 (1 −
1
𝑁2)

, 𝐷𝑏̂𝑁 =
𝜎2

𝑁
, 𝑐𝑜𝑣(𝑎̂𝑁 , 𝑏̂𝑁) = 0, 

(4) 

   Proof. By induction on 𝑁 it is not difficult to obtain from Formula (2) the equality  

∑

𝑁

𝑘=1

𝑡𝑘 =
𝑁(𝑁 + 1)

2
, ∑

𝑁

𝑘=1

𝑡𝑘
2 =

𝑁3

3
+

𝑁2

2
+

𝑁

6
 

and so it follows from the formula (3) that  
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∑

𝑁

𝑘=1

𝑡̃𝑘
2 = ∑

𝑁

𝑘=1

𝑡𝑘
2 −

1

𝑁
(∑

𝑁

𝑘=1

𝑡𝑘)

2

=
𝑁3

12
(1 −

1

 𝑁2
). 

 (5) 

 Therefore, from Formulas (1), (5), we get the equality (4).    

 

Remark 1.  If independent random variables 𝜀1, … , 𝜀𝑁 have normal distributions with zero averages and 

total variance 𝜎2, then estimates 𝑎̂𝑁 , 𝑏̂𝑁 are independent. 

Here are the results of calculations performed using the formula (5).  

  

𝑁 2 3 4 5 6 7 8 9 10 

∑
𝑁

𝑘=1
𝑡̃𝑘
2 

0.5 2 5 10 17.5 28 42 60 82.5 

12∑
𝑁

𝑘=1
𝑡̃𝑘
2/𝑁3 

0.75 0.888 0.9375 0.96 0.9722 0.9795 0.9844 0.9876 0.99 

  

𝑁 11 12 13 14 15 16 17 18 

∑
𝑁

𝑘=1
𝑡̃𝑘
2 

110 143 182 227.5 280 340 408 484.5 

12∑
𝑁

𝑘=1
𝑡̃𝑘
2/𝑁3 

0.9917 0.9931 0.9948 0.9949 0.9955 0.9961 0.9965 0.9969  

 

Tabl. 1. Meanings of terms ∑𝑁
𝑘=1 𝑡̃𝑘

2, 12∑𝑁
𝑘=1 𝑡̃𝑘

2/𝑁3.  

 

From Tabl. 1 values of term ∑𝑁
𝑘=1 𝑡̃𝑘

2 and its asymptotics at 𝑁 → ∞ it is seen that already at 

𝑁 ≥ 5, the value of ∑𝑁
𝑘=1 𝑡̃𝑘

2 with a five-percent and smaller relative error is approximated by the 

asymptotic 𝑁3/12. Next, we will write this ratio as ∑𝑁
𝑘=1 𝑡̃𝑘

2 ≈ 𝑁3/12. 

 Remark 2.  Let’s now consider a series of values 𝑡𝑘
(𝑚)

, 𝑘 = 1,… , 𝑁𝑚, represented as 1/𝑚, 2/

𝑚,… , 𝑁𝑚/𝑚. Then approximate equalities are valid  

∑

𝑁𝑚

𝑘=1

(𝑡̃𝑘
(𝑚))

2
≈

𝑁3𝑚

12
, 𝐷𝑎̂𝑁,𝑚 ≈

12𝜎2

𝑚 𝑁3
, 𝐷𝑏̂𝑁,𝑚 =

𝜎2

𝑁𝑚
. 

Thus, replacing a series of observation moments 𝑡𝑘 , 𝑘 = 1, … , 𝑁 with a series 𝑡𝑘
(𝑚)

, 𝑘 = 1,… , 𝑁𝑚, 

results in approximately a 𝑚 reduction in the variances of the linear regression function 

coefficients estimates. 

 Series of observations with power dependencies. 

 Statement 3.  Now suppose that  

𝑡𝑘 = 𝑘𝛼 , 𝜎𝑘 = 𝜎𝑘−𝛽 , 0 < 𝛽, 𝛼.                                     (6) 

 Then the following asymptotic relations are valid  

𝐷𝑎̂𝑁~
𝜎2𝐶∗(2𝛼+1)2(𝛼+1)4

𝑁2𝛼+2𝛽+1𝛼4  , 𝐷𝑏̂𝑁~
𝜎2

𝑁2𝛽+1(1−2𝛽)
, 0 < 1 − 2𝛽,        (7) 

  

 𝐷𝑎̂𝑁~
𝜎2ln𝑁(2𝛼+1)2(𝛼+1)2

𝑁2𝛼+2𝛼4 , 𝐷𝑏̂𝑁~
𝜎2ln𝑁

𝑁2 , 0 = 1 − 2𝛽, (8) 

  

 𝐷𝑎̂𝑁~
𝜎2𝐶∗(2𝛼+1)2(𝛼+1)2

𝑁2𝛼+2𝛼4 , 𝐷𝑏̂𝑁~
𝜎2𝐶∗

𝑁2 , 1 − 2𝛽 < 0, (9) 

 with  

 𝐶∗ =
1

2𝛼−2𝛽+1
+

1

(1−2𝛽)(𝛼+1)2
−

2

(𝛼−2𝛽+1)(𝛼+1)
, 0 < 1 − 2𝛽, 

 

𝐶∗ = ∑

∞

𝑘=1

𝑘−2𝛽 , 1 − 2𝛽 < 0. 
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Proof. The following inequalities are valid  

∫
𝑁+1

1

𝜏𝛾𝑑𝜏 ≤ ∑

𝑁

𝑘=1

𝑘𝛾 ≤ 1 + ∫
𝑁

1

𝜏𝛾𝑑𝜏, 𝛾 < 0, 

 

1 + ∫
𝑁

1

𝜏𝛾𝑑𝜏 ≤ ∑

𝑁

𝑘=1

𝑘𝛾 ≤ ∫
𝑁+1

1

𝜏𝛾𝑑𝜏, 0 ≤ 𝛾, 

This is followed by asymptotic relations for 𝑁 → ∞  

∑

𝑁

𝑘=1

𝑘𝛾~
𝑁𝛾+1

𝛾 + 1
, 𝛾 > −1;  ∑

𝑁

𝑘=1

𝑘−1~ln𝑁;  ∑

𝑁

𝑘=1

𝑘𝛾 → ∑

∞

𝑘=1

𝑘𝛾 < ∞, 𝛾 < −1. 

(10) 

 and so  

∑

𝑁

𝑘=1

𝑡̃𝑘
2~

𝑁2𝛼+1𝛼2

(𝛼 + 1)2(2𝛼 + 1)
, 𝛼 > 0. 

(11) 

 Consider the case when 0 < 1 − 2𝛽, then from Formulas (10), (11) we get  

∑

𝑁

𝑘=1

𝜎𝑘
2𝑡𝑘

2~
𝜎2𝑁2𝛼−2𝛽+1

2𝛼 − 2𝛽 + 1
, ∑

𝑁

𝑘=1

𝜎𝑘
2𝑡𝑘~

𝜎2𝑁𝛼−2𝛽+1

𝛼 − 2𝛽 + 1
, ∑

𝑁

𝑘=1

𝜎𝑘
2~

𝜎2𝑁1−2𝛽

1 − 2𝛽
 

and consequently  

∑

𝑁

𝑘=1

𝜎𝑘
2𝑡̃𝑘

2~𝜎2𝐶∗𝑁
2𝛼−2𝛽+1, 

 

 𝐷𝑎̂𝑁~
𝜎2𝐶∗(2𝛼+1)2(𝛼+1)4

𝑁2𝛼+2𝛽+1𝛼4 , 𝐷𝑏̂𝑁~
𝜎2

𝑁2𝛽+1(1−2𝛽)
. (12) 

 If 1 − 2𝛽 = 0, then  

∑

𝑁

𝑘=1

𝜎𝑘
2𝑡𝑘

2~
𝜎2𝑁2𝛼

2𝛼
, ∑

𝑁

𝑘=1

𝜎𝑘
2𝑡𝑘~

𝜎2𝑁𝛼

𝛼
, ∑

𝑁

𝑘=1

𝜎𝑘
2~𝜎2ln𝑁 

and so  

∑

𝑁

𝑘=1

𝜎𝑘
2𝑡̃𝑘

2~
𝜎2𝑁2𝛼ln𝑁

(𝛼 + 1)2
, 𝐷𝑎̂𝑁~

𝜎2ln𝑁(2𝛼 + 1)2(𝛼 + 1)2

𝑁2𝛼+2𝛼4
, 𝐷𝑏̂𝑁~

𝜎2ln𝑁

𝑁2
. 

(13) 

Now let’s go to the case where 1 − 2𝛽 < 0, 𝛼 − 2𝛽 + 1 > 0, then from Formulas (10), (11) we get  

∑

𝑁

𝑘=1

𝜎𝑘
2𝑡𝑘

2~
𝜎2𝑁2𝛼−2𝛽+1

2𝛼 − 2𝛽 + 1
, ∑

𝑁

𝑘=1

𝜎𝑘
2𝑡𝑘~

𝜎2𝑁𝛼−2𝛽+1

𝛼 − 2𝛽 + 1
, ∑

𝑁

𝑘=1

𝜎𝑘
2 → 𝜎2𝐶∗, 

and consequently  

∑

𝑁

𝑘=1

𝜎𝑘
2𝑡̃𝑘

2~
𝜎2𝐶∗𝑁2𝛼

(𝛼 + 1)2
, 𝐷𝑎̂𝑁~

𝜎2𝐶∗(2𝛼 + 1)2(𝛼 + 1)2

𝑁2𝛼+2𝛼4
, 𝐷𝑏̂𝑁~

𝜎2𝐶∗

𝑁2
. 

(14) 

 If 1 − 2𝛽 < 0, 𝛼 − 2𝛽 + 1 = 0, then  

∑

𝑁

𝑘=1

𝜎𝑘
2𝑡𝑘

2~
𝜎2𝑁𝛼

𝛼
, ∑

𝑁

𝑘=1

𝜎𝑘
2𝑡𝑘~𝜎2ln𝑁, ∑

𝑁

𝑘=1

𝜎𝑘
2 → 𝜎2𝐶∗ 

and so  

∑

𝑁

𝑘=1

𝜎𝑘
2𝑡̃𝑘

2~
𝜎2𝐶∗𝑁2𝛼

(𝛼 + 1)2
, 𝐷𝑎̂𝑁~

𝜎2𝐶∗(2𝛼 + 1)2(𝛼 + 1)2

𝑁2𝛼+2𝛼4
, 𝐷𝑏̂𝑁~

𝜎2𝐶∗

𝑁2
. 

(15) 
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Now consider the case where 𝛼 − 2𝛽 + 1 < 0, 2𝛼 − 2𝛽 + 1 > 0, then from Formulas (10), 

(11) we get  

∑

𝑁

𝑘=1

𝜎𝑘
2𝑡𝑘

2~
𝜎2𝑁2𝛼−2𝛽+1

2𝛼 − 2𝛽 + 1
, ∑

𝑁

𝑘=1

𝜎𝑘
2𝑡𝑘 → 𝜎2 ∑

∞

𝑘=1

𝑘𝛼−2𝛽 < ∞, ∑

𝑁

𝑘=1

𝜎𝑘
2 → 𝜎2𝐶∗ 

and consequently  

∑

𝑁

𝑘=1

𝜎𝑘
2𝑡̃𝑘

2~𝜎2𝐶∗𝑁2𝛼(𝛼 + 1)2, 𝐷𝑎̂𝑁~𝜎2𝐶∗(2𝛼 + 1)2(𝛼 + 1)2𝑁2𝛼+2𝛼4, 𝐷𝑏̂𝑁~𝜎2𝐶∗𝑁2. 

(16) 

 If 𝛼 − 2𝛽 + 1 < 0, 2𝛼 − 2𝛽 + 1 = 0, then  

∑

𝑁

𝑘=1

𝜎𝑘
2𝑡𝑘

2~𝜎2ln𝑁, ∑

𝑁

𝑘=1

𝜎𝑘
2𝑡𝑘 → 𝜎2 ∑

∞

𝑘=1

𝑘𝛼−2𝛽 < ∞,∑

𝑁

𝑘=1

𝜎𝑘
2 → 𝜎2𝐶∗ 

and so  

∑

𝑁

𝑘=1

𝜎𝑘
2𝑡̃𝑘

2~
𝜎2𝐶∗𝑁2𝛼

(𝛼 + 1)2
, 𝐷𝑎̂𝑁~

𝜎2𝐶∗(2𝛼 + 1)2(𝛼 + 1)2

𝑁2𝛼+2𝛼4
, 𝐷𝑏̂𝑁~

𝜎2𝐶∗

𝑁2
. 

(17) 

Now let’s go to the case where 2𝛼 − 2𝛽 + 1 < 0, then from Formulas (10), (11) we get  

∑

𝑁

𝑘=1

𝜎𝑘
2𝑡𝑘

2 → 𝜎2 ∑

∞

𝑘=1

𝑘2𝛼−2𝛽 < ∞, ∑

𝑁

𝑘=1

𝜎𝑘
2𝑡𝑘 → 𝜎2 ∑

∞

𝑘=1

𝑘𝛼−2𝛽 < ∞, ∑

𝑁

𝑘=1

𝜎𝑘
2 → 𝜎2𝐶∗ 

and consequently 

∑

𝑁

𝑘=1

𝜎𝑘
2𝑡̃𝑘

2~
𝜎2𝐶∗𝑁2𝛼

(𝛼 + 1)2
, 𝐷𝑎̂𝑁~

𝜎2𝐶∗(2𝛼 + 1)2(𝛼 + 1)2

𝑁2𝛼+2𝛼4
, 𝐷𝑏̂𝑁~

𝜎2𝐶∗

𝑁2
. 

(18) 

From Formulas (12) – (18) we get the asymptotic relations for 𝑁 → ∞ (7) – (9).    

Remark 3.  In the first quadrant of the coefficient values 𝛼 > 0, 𝛽 > 0 in Fig. 1 shows the areas  
Γ1 = {0 < 1 − 2𝛽}, Γ2 = {0 = 1 − 2𝛽}, Γ3 = {1 − 2𝛽 < 0, 𝛼 − 2𝛽 + 1 > 0}, 

 
Γ4 = {1 − 2𝛽 < 0, 𝛼 − 2𝛽 + 1 = 0}, Γ5 = {𝛼 − 2𝛽 + 1 < 0,2𝛼 − 2𝛽 + 1 > 0}, 

 
Γ6 = {𝛼 − 2𝛽 + 1 < 0,2𝛼 − 2𝛽 + 1 = 0}, Γ7 = {2𝛼 − 2𝛽 + 1 < 0} 

for which Formulas (12), (13), (14), (15), (16), (17), (18) are obtained for the variance of estimates of 

coefficients of the linear regression function, respectively.  

 

  
 

Fig 1. Domains Γ1, Γ2, Γ3, Γ4, Γ5, Γ6, Γ7 in the first quadrant of the coefficient values 𝛼 > 0, 𝛽 > 0.  

 

Remark 4.  If 𝛼 < 1 then distances between neighbour time moments 𝑡𝑘 , 𝑡𝑘+1, 1 ≤ 𝑘 < 𝑁, 

decrease.  
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3  Conclusion 
 

The estimates of variances of linear trend coefficient estimates obtained in this work allow 

us to choose the moments of determining the technical system’s strength reserves and their 

accuracy depending on the system’s approximation to the rollback state.  
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