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Abstract 

 
Emotion is a conscious mental reaction accompanied by physiological and behavior changes in 
human body.In speaker authentication system, emotional state of the speaker plays a vital role. 
Recently, the field of speaker recognition in emotional context attracts more and more attention of 
many research focuses. However, to implement more realistic and intelligent emotional speaker 
recognition system it is interesting to study this system under real life conditions. Speech emotion 
recognition is a system in which speech signals are processed to classify the embedded emotions. In 
recent past, speaker emotion recognition has gained a lot of attention from different researchers as it 
has many applications. In this regards, study of prior works is useful for further research in the field 
of speaker verification in emotional context. So, performance and reliability of Emotional Speaker 
Recognition System depend on the proper selection of features to characterize different emotional 
states, feature extraction approaches and databases. In this paper we briefly discuss about different 
features, feature extraction approaches and emotion recognition and speaker verification databases. 
 

Keywords: speech emotion recognition, features, feature extraction approaches, 
databases 

 

I. Introduction: 
 
The human voice is used to expresses the emotions. The speech has potential to be an essential 

mode of interaction with the computer. Recognition of emotion from human speech is an active 
research area in signal processing. This is due to the enormous possibilities in the field of human-
machine interaction [1].Speech emotion recognition is using in different fields from medical 
scienceto business, from entertainment to interactive systems. 

A speech signal is a logical arrangement of sounds from which our brain acquires the 
information and knowledge. But how a machine interprets the human speech signals and gains 
information and knowledge from is in the heart of speech recognition system. The basic goal of 
speech recognition is to offer an interaction between a person and a machine. 

In this paper we are trying to present comprehensive literature review of various features, 
feature extraction techniques and datasets for emotion recognition and speaker verification. In our 
previous paper [2], we tried to present comprehensive literature review of various classifiers for 
speech emotion recognition. The paper is not to compare and evaluate the works by different 
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authors. Moreover, we are not surveying an exhaustive list of all research works. Also we are not 
providing justification for choosing particular features, extraction methods and datasets for 
specific tasks as they can be combined differently which may yield different results. 

 

II. Features of Speech Emotion Recognition: 

 
To efficiently characterize different emotions, a SER system needs to extract suitable features. 

Performance of classification is affected by the proper extraction and selection of features. There 
are different speech features for SER, but we can say which one is best. Speech features can be 
classified as continuous, spectral, qualitative and Teager energy operator based features. 
Continuous features are pitch, energy, formants; qualitative features are voice qualities such as 
hoarse, tense, breathy; spectral features are LPC, MFCC, LFPC and TEO-based features are TEO-
FM-Var, TEO-Auto-Env, TEO-CB-Auto-Env. 

I. Continuous features: 

Continuous features can be prosody features and acoustics features. According to many 
researchers [3, 4, 5] prosody features such as pitch and energy represents the larger portion of the 
emotional content of utterance. Several studies [6, 7, 8] show that the arousal state of the speaker 
can affect the overall energy and energy distribution across frequency spectrum. Continuous 
speech features such as vocal cues [9] have been used by many researchers in SER. Different 
researchers [5, 10, 11] grouped the acoustic features into pitch-related features, energy-related 
features, timing features, formants features articulation features. 

Some basic global features are fundamental frequency, energy, duration, formants, etc. 
Different researchers [5, 9, 10, 11, 12, 13, 14, 15, 16] have studied the relationships between these 
speech features and the basic emotions and shown that prosodic features are good indicators of 
emotions. But for some researchers [17, 18], prosodic features do not have much impact on 
emotions. 

II. Qualitative features: 

Voice quality is strongly related to emotional content of utterance [5, 19, 20]. Many 
researchers studied the auditory aspects of emotions and tried to define a relation [5, 10, 12]. Voice 
quality has the subjective impression from the contribution of different phonetic variables [10]. 
Cowie et al. [5] grouped the acoustic correlates which are related to the voice quality into the voice 
level, voice pitch, phrase, phoneme, word and feature boundaries and temporal structures. 

But role of voice quality of subject in determining emotions has some confusion and problem. 
First, the term tense, harsh, and breathy can have different interpretations for different researchers 
based on their understanding [20]. According to Scherer [22], anger, joy, and fear are associated 
with tense voice while sadness is associated with lax voice. But for Murray [10], both anger and 
happiness are associated with breathy voice while resonant voice is associated with sadness. 
Second, it is the difficulty to automatically decide those voice qualities directly from the speech 
signal. 

III. Spectral features: 

Spectral features have significant role in SER. Spectral signals convey the speech signal’s 
frequency content and provide complementary information to be used in prosodic features [23]. 
They are selected as short term representation for speech signal with longer temporal information 
[24]. Emotional content of a speech signal can affect on the distribution of the spectral energy 
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across the spectrum of speech [25]. Utterances with happiness imply the high energy at high level 
of frequency; on the other hand utterances with the sadness imply low energy at the same level of 
frequency [9, 26]. 

However, there are limitations of short-term spectral features for speech recognition [27]. 
Conventional spectral features such as MFCCs convey only the short-term spectral properties of 
the speech signal, not the temporal behavior information. To overcome the limitation, Wu et al. 
[23] proposed long-term modulation spectral features (MSFs) using both acoustic and temporal 
modulation frequency components. 

IV. TEO-based features: 

Teager Energy Operator is a non-liner operator, which represents the frequency and the 
changes of the signal amplitude which instantaneous [28]. It was initially proposed for nonlinear 
speech signals modeling, but later on used widely in the audio signal processing.TEO was 
introduced by Teager [29] who believed that speech is a function of non-linear flow of air in vocal 
system [30]. The fundamental frequency changes under stressful conditions. TEO of multi-
frequency signals represents the individual frequency components and relationships between 
these components [31]. So, to detect stress in speech signal, features based on TEO can be used. 
Caims et al. [32] used the Teager energy of the pitch contour to classify clear, angry, loud, neutral 
and Lombard effects of speech. Zhou [31] proposed some other TEO-based features, such TEO-
FM-Var, TEO-Auto-Env and TEO-CB-Auto-Env for detecting stress speech versus neutral speech. 
These features were also used to classify the stressed speech into angry, loud, and Lombard. 

Proper feature selection in SER system mainly depends on the considered classification task. 
From review of this section, we may conclude that, continuous features like the fundamental 
frequency and the pitch are more preferable for high-arousal versus low-arousal emotions 
classification. While TEO-based features should be used for detecting stress in speech and the 
spectral features are the more promising for representation of speech. Features are somehow 
related to each other and so these features can be combined to get better classification results. 

III. Feature Extraction 

Feature extraction directly implies the accuracy and the performance of the system. Feature 
extraction is performed to represent a speech signal by a set of predetermined components of the 
speech signal [33]. Infeature extraction, the speech signal is transformed to a form which is more 
logical but concise and reliable than the original signal. It is a process of changing the speech 
waveform to a parametric form for subsequent processing and analysis where data rate is 
relatively lesser. Some commonly used approaches are: 

• Mel Frequency Cepstral Coefficients (MFCC) 
• Linear Prediction Coefficients (LPC) 
• Linear Prediction Cepstral Coefficients (LPCC) 
• Line Spectral Frequencies (LSF) 
• Discrete Wavelet Transform (DWT)  

I. Mel Frequency Cepstral Coefficients (MFCC): 

MFCC is a static feature extraction approach. MFCC is replication of the human’s ear system. 
MFCC is considered as frequency domain feature and designed to represents signal as the short-
term power spectrum. It is based on discrete cosine transform of logarithm power spectrum on 
nonlinear Mel frequency scale [34].  The formula to calculate the mels of frequency is [35,36]: 

Mel(f) = 2595 ∗ log10 ( 1 + F/100 )    
 (1) 
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Where f is the frequency of signal in Hz. The MFCCis calculated using the following 

equation [35, 37]: 
𝐶#! = ∑ &log 𝑆#"+ cos .𝑛 0𝑘 −

#
$
3 %
"
4"

!&#     (2) 
where 𝐶#! is the final MFCC coefficients, 𝐶#nis the output of filterbank  and k is the number 

of mel cepstrum coefficients. 
 
 
 

Figure 1: Steps in MFCC approach 

MFCC can effectively be used the low frequency region compared to the high frequency region. 
So, it can be used to compute low frequency formants and for the vocal tract resonances 
description [33]. MFCC features are used to distinguish between information of speech and non-
speech signals [38]. Features with lower order MFCC can contains phonetic information and with 
higher order contains non-speech information. In case of stable and consistent source 
characteristics, MFCC is perfect representation for sound [36]. Information with frequencies at a 
maximum of 5 kHz, which covers most energy of human generated sounds [39] can be captured by 
it. But in the presence of background noise [40, 41], MFCC features do not work accurately and 
might not be well suited for generalization [36]. 

II. Linear Prediction Coefficient (LPC): 

LPC is a static feature extraction method that imitates the human vocal tract [42]. LPC is used to 
represent the spectral part of the speech in compressed manner, using linear predictive model. 
LPC is applied to get the filter coefficients which are equivalent to the vocal tract by minimizing 
the mean square error [43]. The linear predictive model is given [44, 45] as: 

𝑆#(𝑛) = ∑ 𝑎"𝑠(𝑛 − 𝑘)
'
"&#      (3) 

Where �̂�is the predicted sample, p is the predictor coefficients, s is the speech sample. Then the 
prediction error is given as [16, 25]:  

e(n) = s(n) - �̂�(n)      (4) 
LPC is derived by the following equation: 

𝑎( = log .#)"!
#*"!

4     (5) 

Here am is the linear prediction coefficient, and km is the reflection coefficient.  
 
 

Figure 2: Steps in LPC approach 

LPC is used for speech reconstruction, coding and synthesis and known for its computation speed 
and accuracy. LPC helps to encode high quality speech signal at low bit rate [46, 47, 48]. Linear 
predictive analysis has the ability to efficiently select the vocal tract information from speech [42]. 
The steady and consistent behaviors are excellently represented by LPC [36]. LPC is very accurate 
in estimating speech parameters and highly sensitive to quantization noise [49]. 

III. Linear Prediction Cepstral Coefficients (LPCC): 

LPCCs are the coefficients of the Fourier transformation of the log magnitude spectrum [50] of 
LPC. LPCCs are LPC coefficients presented in cepstral domain and used to represent spectral 
envelope [49]. 
LPCC is calculated using the following equation: 

𝐶( = 𝑎( +∑ ."
(
4 𝑐"()#

"&# 𝑎()"      (6) 

Continuous Speech àPre-emphasis à Frame Blocking à Windowing à Fast Fourier Transform à 
 Mel-Scale Filter Bank à Log à Discrete Cosine Transform à MFCC 

Speech signal àFrame blocking à Windowing à Auto Correlation Analysis à LPC Analysis à LPC 
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where Cm is the cepstral coefficient and am is the linear prediction coefficient. 
 
 

 
Figure 3: Steps in LPCC approach 

LPCC has the ability to perfectly represent the speech waveforms and the speech characteristics 
with limited features [51].So, it is commonly applied in speech processing. LPCC have lower 
susceptibility to noise [50] and gives lower error rate [51].The higher order cepstral coefficients are 
sensitive to noise [52] whereas the lower order cepstral coefficients are sensitive to the spectral 
slope. These problems can be handled using weighted coefficient [53]. 

IV. Line Spectral Frequencies (LSF): 

LSFs are the alternative parameters which are used to represent all-pole spectrum of speech signal 
[54]. LFSs are used to represent LPCs for transmission over a channel [55]. We can express the 
linear predictive (LP) polynomial as the mean of palindromic and antipalindromic polynomials 
[56]. The LP polynomial is given by: 

𝐴(𝑧) = 1 − ∑ 𝑎"
'
"&# 𝑧)"     (7) 

 
This polynomial can be expressed in terms of palindromic and antipalindromic polynomials as 
given below: 

A(z) = 0.5[P(z) + Q(z)]      (8) 
Where, 

𝑃(𝑧) = 𝐴(𝑧) +	𝑧)('*#)𝐴(𝑧)#)     (9) 
  𝑄(𝑧) = 𝐴(𝑧) − 𝑧)('*#)𝐴(𝑧)#)     (10) 

 
 
 

Figure 4: Steps in LFS approach 

The LSF representation of linear predictive polynomial consists of the location of the roots of the 
palindromic and antipalindromic polynomials. LSFs are used in coding, recognition and 
synthesization of speech [57, 58]. LSFs have low sensitivity to quantization noise and can be 
interpolated [59]. LSFs have relatively uniform spectral sensitivity [60]. Since LSFs have excellent 
quantization properties, they are important in transmission of vocal tract information from speech 
coder to decoder system. A near-minimal data set is provided for subsequent classification by the 
LSP representation in many cases [59]. 

V. Discrete Wavelet Transform (DWT): 

DWT is a time scale representation of the signal. It is a special case of wavelet transform where 
the wavelets are sampled discretely. DWT composed of a high pass wavelet filter and a low pass 
scaling filter [61, 62].  

ɸ(𝑡) = ∑ ℎ[𝑛]-)#
!&. √2ɸ(2𝑡 − 𝑛)    (11) 

ѱ(𝑡) = ∑ 𝑔[𝑛]-)#
!&. √2ɸ(2𝑡 − 𝑛)    (12) 

 
Whereɸ(𝑡)is the scaling function,ѱ(𝑡)is the wavelet function and h[n] is low-pass filter with 
impulse response and g[n] is high-pass filter with impulse response. 
 

Speech signal àFrame blocking à Windowing à Auto Correlation Analusis à LPC Analysis à 
LPC Parameter Conversion à LPCC 

Speech signal àFrame blocking à Windowing à Auto Correlation Analusis à LPC Analysis à 
Decomposition à Root Finder à LPF 
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 Speech Signal     DWT Parameter 
 

Figure 5: Steps in DWT approach 

As it captures both frequency content and temporal content, it outperformed Fourier 
transformation. The DWT contains different scales of frequency information, thus DWT can help to 
get the speech information of respective frequency band [63]. Adequate numbers of frequency 
bands are provided by DWT for effective analysis of speech [64]. 

In this paper we have just included some commonly used feature extraction approaches. There 
are other feature extraction approaches for speech processing: Perceptual Linear Predictive (PLP) 
[65, 66], Relative Spectral Processing (RASTA) [67], Principle Component Analysis (PCA) [68, 69], 
Gammatone Frequency Cepstral Coefficient (GFCC) [70], Wavelet Packet Decomposition (WPD) 
[71, 72], Log-frequency power coefficient (LFPC) [25], etc. 

 

IV. Speech Emotion Recognition and  Speaker Verification Databases 

 

Suitable speech database is necessary for characterizing emotions for recognition or for 
verification. Quality of the database is an important issue to evaluate the performance of the 
system [24]. The proper design of the database is very much important for the classification task. 
Low-quality databases may yield incorrect conclusions. This section is divided into two sections: 
speech emotion recognition databases and speaker verification databases. We are not going to 
discuss all the existing databases; rather we will briefly discuss some interesting to us databases. 

I. Speech Emotion Recognition Databases: 

DESD: Engberg et al. [73] described Danish Emotional Speech Database for evaluation of 
emotional state in emotional speech. It was a part of the VAESS project. It was recorder using 
microphone in Danish language with 4 speakers, out of which 2 were males and 2 were females. 
Ages of the speakers were between 34 and 52. They recorded the session on DAT tape @48kHz. It 
consists of 2 words, 9 sentences and 2 passages and five emotions: Neutral, surprise, anger, 
happiness and sadness. 

SUSAS: Hansen et al. [74] developed Speech Under Simulated and Actual Stress (SUSAS) database 
for analysis and algorithm formulation in the field of speech recognition. The database is 
partitioned into five domains: a) styles of talking, b) speech with noise, c) speech associated with 
anxiety, depression, fear, d) actual subject motion-fear tasks and e) dual tracking computer 
response task. It has records of 32 speakers, ages between 22 and 76, out of which 19 are males and 
13 are females and more than 16000 utterances. Samples are 1-channel 16-bit linear PCM with 
sample rate @8kHz. 

KISMET: Breazeal et al. [75] used this database for explore the ability of recognition in robot 
directed speech. They used 2 female speakers and five communicative intents such as approval, 
attention, prohibition, soothing, and neutral. They used wireless microphone on Linux based 
system. There are 726 samples in .wav format with 16-bit single channel and 8 kHz signal. 

INTERFACE: Hozjan el al. [76] recorded a database, as a part of the IST project Interface, to study 
emotional speech and to analysis the emotional characteristics for automatic emotion classification. 
They recorded for six emotions: anger, disgust, fear, joy, sadness and surprise, in English, French, 

Highpass Filter 

Lowpass Filter 
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Slovenian and Spanish language. They used 2 male and 2 female speakers for English and 1 male 
and 1 female speaker for other languages. The number of sentences for English was 8928, 
Slovenian was 6080, French was 5600 and Spanish was 5520. They recorded the samples @16 kHz 
in linear format using condenser microphones. 

ESMBS: New et al [25] used ESMBS database for text independent emotion classification of 
speech. It consists of 6 speakers (3 male and 3 females) with Burmese language and 6 speakers (3 
male and 3 females) with Mandarin language. It has 10 utterances * 6 emotions * 12 speakers = 720 
utterances generated by speakers. They recorded by using microphone in a quiet environment. 

MPEG-4: Schuller et al [77] used MPEG-4 database for speaker independent speech emotion 
recognition. The emotion they were used are fear, anger, joy, sadness, disgust, surprise and 
neutrality. There were 2440 samples from 35 speakers. A condenser microphone was used to 
record the samples. There were 1,144 phrases and 1,507 utterances with textual contents extracted 
from 7 US movies.  

Berlin Emotional Database: Burkhardt et al [78] described a database of emotional speech in 
German language. It consisted of 5 male speakers and 5 female speakers who produced 10 
utterances, out of which 5 were short and 5 were long. They used seven emotions: neutral, anger, 
fear, joy, sadness, disgust and boredom and used about 800 sentences. They recorded the samples 
with frequency @48 kHz and later they downsampled them to 16 kHz. 

CLDC: Zhou et al [79] used Chinese Linguistic Data Consortium (CLDC) for speech emotion 
recognition. It consists of 4 speakers: 2 male and 2 female speakers and six emotions: normal, 
happiness, surprise, anger, sadness and fear. There were 200 utterances for each emotion which 
yield 1200 utterances in total. Samples are recorded using 16-bit channel with sample rate of 16 
kHz. 

KES: Kim et al [80] used KES database designed by Professor C.Y. Lee for emotion recognition. 
The database contains context independent short, medium, and long sentences and four emotions: 
neutrality, joy, sadness and anger. The database has 10 speakers compromised of 5 male and 5 
female speakers and 5400 sentences. They recorded the data @16kHz and in 32bits format over 
30dB SN in a silent experimental environment.  

FAU Aibo: Batliner et al [81] designed FAU Aibo Emotion Corpus to collect spontaneous and 
emotional speech of children. It consists of data from 51 children, compromised of 21 male 
children and 30 female children, aged ranges 10-13 years. They recorded the sample data with 
sampling rate @48 kHz in 16-bit format and downsampled them to 16 kHz using wireless headset 
and DAT-recorder. It has 48401 words and 9.2 hours of recordings. 

IITKGP-SESC: Koolagudi et al. [82] introduced IITKGP-SESC, a Emotion Speech Corpus 
simulated by Indian Institute of Technology, Kharagpur for speech emotion analysis. The database 
was recorded using 10 speakers where there were 5 males and 5 females, aged ranges from 25 to 40 
years, in Telegu language. They recorded for the eight emotions: Neutral, happy, anger, surprise, 
compassion, disgust, fear and sarcastic. They sampled the signals @16 kHz in 16-bit format using 
dynamic cardioid microphone. The database has 12000 utterances in total; 1500 utterances per 
emotion. 

TURES: Oflazoglu et al [83] constructed Turkish Emotional Speech (TURES) Database for emotion 
recognition. They labeled each utterance with happy, surprised, sad, angry, fear, neutral and other 
emotional states and with 3- dimensional emotional space such as activation, valence and 
dominance. The database contains 582 speakers, compromised of 394 male speakers and 188 
female speakers, and 5100 utterances extracted from movies. The audio channels were saved as 
mono 16-bit, PCM-wave format, sampled @48 kHz. 
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EMOVO: Costantini et al. [84] described EMOVO which is the first Italian emotional database. It 
has six emotional states; they are anger, disgust, fear, joy, neutral, surprise and sadness, and 6 
speakers, 3 males and 3 females, age ranges from 23 to 30 years. They recorded the speech samples 
@48 kHz with 16-bit stereo in .wav format using two microphones and a digital reorder. 

BAUM-1: Zhalehpour et al [85] discussed BAUM-1 which is a audio-visual database in Turkish 
language. It contains six emotional states: happiness, sadness, surprise, disgust, anger, fear, 
boredom and contempt, and mental states: unsure, thinking, concentrating and bothered. The data 
were collected from 31 speakers where it compromised of 18 males and 13 females. They recorded 
1222 video clips with stereo and mono cameras. 

RAVDESS: Livingstone et al. [86] developed an Audio-Visual Database of Emotional Speech and 
Song known as RAVDESS in North American English. The dataset contains eight emotional states: 
anger, calm, disgust, fearful, happy, neutral, sad and surprised. It has 24 speakers, compromised of 
12 males and 12 females, and 7356 recordings. All speakers were recorded for 60 spoken utterances 
and 44 sung utterances, in total 104 utterances. They recorded the speech samples @48 kHz 
sampling rate with 16-bit in .wav format using condenser microphone. 

Table 2:Databases of speechemotion recognition 

Database Year Language #Speakers 
(male/female) 

#Utterance Emotions 

DESD 1996 Da 4(2/2) 10 minutes of speech An, Ha, Ne, Sa, Su 

SUSAS 1999 En 32(19/13) 16000 An, Lo, Lm, Ne 

KISMET 2002 En 2(0/2), 1002 Ap, At, Ne, Pr, So 
INTERFACE 2002 En, Fr, Sl, Sp 10(5/5) 26128 An, Di, Fe, Jo, Sa, Su 

ESMBS 2003 Bu, Ma 12(6/ 6) 720 An, Di, Fe, Jo, Sa, Su 

MPEG-4 2005 En 35 2440 An, Di, Fe, Jo, Ne, Sa, Su 
Berlin 
Emotional 
Database 

2005 Ge 10(5/ 5) 10 An, Bo, Di, Fe, Jo, Ne, Sa 

CLDC 2006 Ch 4 1200 An, Fe, Jo, Ne, Sa, Su 

KES 2007 Ko 10(5/5) 5400 An, Jo, Ne, Sa 

FAU Aibo 2008 Ge 51(21/30)  An, Bo, Em, He, Jo, Mo, Ne, Re, 
Rs Su, To 

IITKGP-
SESC 

2009 Te 10(5/5) 12000 An, Cm, Di, Fe, Ha, Ne, Sr, Su 

TURES 2013 Tu 582(394/188) 5100 An, Fe, Ha, Ne, Sa, Su, Other 

EMOVO 2014 It 6(3/3) 588 An, Di, Fe, Jo, Ne, Sa, Su 

BAUM-1 2017 Tu 31(18/31)  An, Bo, Bt, Co, Cn, Di, Fe, Ha, 
Sa, Su, Th, Un 

RAVDESS 2018 En 24(12/12) 7356 An, Ca, Di, Fe, Ha, Ne, Sa, Su 

 
Abbreviation for languages: Bu: Burmese, Ch: Chinese, Da: Danish, En: English, Fr: French, Ge: 
German, It: Italian, Ko: Korean, Ma: Mandarin, Pe: Persian, Sl: Slovenian, Sp: Spanish, Te: Telegu, 
Tu: Turkish. 
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Abbreviation for emotions: An: Anger, Ap: Approval, At: Attention, Bo: Boredom, Bt: Bothered, Ca: 
Calm, Cm: Compassion Cn: Concentration, Co: Contempt, Di: Disgust, Em: Emphatic Fe: Fearful, Ha: 
Happiness, He: Helpless, Jo: Joy, Lm: Lombard, Lo: Loud, Mo: Motherese, Ne: Neutral, Pr: 
Prohibition, Re: Reprimanding, Rs: Rest, Sa: Sadness,Sr: Sarcastic, So: Soothing,Su: Surprise, Th: 
Thingking, To: Touchy, Un: Unsure. 

II. Speaker Verification Databases: 

YOHO: Campbell et al. [87] designed a YOHO database for text-dependent speaker verification 
based on combination-lock phrase. It was collected by International Telephone & Telegraph under 
US Government contract. It consisted of 138 speakers where there were 108 males and 30 females. 
There were 4 enrollment sessions per subject of 24 phrases each and 10 test sessions per subject of 4 
phrases each. They used sample rate and sample coding of 8 kHz and 16-bit word respectively. 
The size of the data was 15 GB and device used foe recording was microphone. 

MAT-2000: Wang et al. [88] describe a database, MAT-2000 (Mandarin speech data Across 
Taiwan), of Mandarin Chinese spoken in Taiwan. It was produced by ACLCLP and Philips 
Research East-Asia and collected through telephone networks. MAT-2000 consisted of 2232 
speakers, out of which 1227 were female and 1005 were male, with 83.7h of recording and 641,936 
spoken syllables. Sampled data were recorded in binary format at sampling rate 8 kHz and 
encoded as 16-bit linear PCM. 

BANCA: Bailliere et al. [89] described BANCA database, a multi-modal database for multi-modal 
verification systems. It contains recordings of 208 subjects in four different European languages in 
controlled, degraded and adverse scenarios. There are 12 sessions in total, 4 for each scenario, 
spanned over 3 months. They used a digital camera and a webcam and recorded audio in 16 bit 
and 12 bit @32 kHz. 

VidTIMIT: Sanderson et al. [90] created VidTIMIT database, which is an audio-visual multi-modal 
database for face and speech recognition, identification and verification. It has 44 files with 
recordings of 43 peoples, 24 being male and 19 being female, in 3 sessions. They recorded audio 
with 16 bit mono @32 kHz in WAV format and video with resolution 512 x 384 in JPEG format. It 
has 10 sentences per person and collected from NTIMIT database. 

MIT-MDSVC: Woo al el. [91] discussed about MIT-MDSVC, which was collected for speaker 
verification research at MIT. It consisted of a set of enrolled users and a set of imposters. Data were 
collected in two sessions and 54 samples per user were recorded in each session, which resulted in 
5,184 examples from enrolled users and 2,700 examples from imposter users. They used 48 
speakers in the enrollment set and 40 speakers in imposter set. 

BioSecure: Ortega-Garcia et al. [92] described a multimodal database, BioSecure, which is a 
collection of biometric data such as voice, iris, face, fingerprint, hand and signature modalities. It 
consists of three datasets: internal, desktop and mobile dataset. Internal dataset has 2 sessions with 
971 donors, desktop dataset has 2 sessions with 667 donors and the mobile dataset has 2 sessions 
with 713 donors. 

MOBIO: S. Marcel [93] et al. in 2010 used MOBIO database to evaluate the performance of speaker 
verification methods in mobile environment. MOBIO consisted of diverse set of bi-modal data i.e. 
audio and video data. The data were captured from 152 participants in a ratio of 1:2 i.e. 100 male 
participants and 52 female participants using a mobile phone and a laptop. There were 12 sessions 
for each client divided in two phases; 6 sessions for each phase. The 1st phase consisted of 21 
questions while the 2nd phase consisted of 11 questions. 

UNMC-VIER: Wong et al. [94] created UNMC-VIER database for robust audio-visual recognition 
systems. It contains video as well as audio recordings of 123 subjects, out of which 74 are males 
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and 49 are females. Recordings were done in both controlled and uncontrolled environments. They 
used a camcorder and a webcam for audio and video recording. In controlled environment, with 
camcorder, they recorded audio with 16 bit stereo @48 kHz in MP2 format and with webcam, they 
recorded audio with 16 bit mono @22 kHz in PCM format. In uncontrolled environment, audio 
recording was same as in controlled environment for camcorder; but for webcam, it was 16 bit 
mono @32 kHz with WMV2 format. 

AusTalk: Burnham et al. [95] described AusTalk, a Australian speech database that included 
component of emotional speech. It was recorded in English with 1000 speakers in 3 one-hour each 
per participant sessions. A total of 322 words and a set of 58 sentences were selected for design the 
test set. 

RSR2015: Larcher [96] et al. from Human Language Technology department, Institute for 
Infocomm Research designed a database named RSR2015, stands for Robust Speaker Recognition 
2015, for text-depended speaker verification. It was based on fixed-size pass-phrases. It has 300 
speakers aged between 17 to 42 years where number of male is 157 and number of female is 143. 
They recorded more than 151 hours of speech data in English language in 9 sessions, each of 
consisted of 30 short sentences. They used 6 smart phones and 1 tablet and selected the sentences 
from TIMIT database. 

SAS: Wu et al [97] developed SAS (spoofing and anti-spoofing) database for text-independent 
automatic speaker verification. SAS has two sub datasets: SAS-VCTK based on Voice Cloning 
Toolkit database and SAS-RSR based on RSR2015 database. It starts with data from VCTK database 
with 45 males and 61 females. They divided the data into: Part A, Part B, Part C, Part D, Part E 
with 24 parallel utterances (for spoofing), 20 non-parallel utterances (for spoofing), 50 non-parallel 
utterances (for verification), 100 non-parallel utterances (for verification) and 200 non-parallel 
utterances (for verification) per speaker respectively. In Part A and Part B, all signals were sampled 
to 48 kHz and 16 kHz respectively, while in Parts C, Part D and Part E, all signals are sampled to 
16 kHz. 

VoxCeleb: Nagrani [98, 99] et al. developed an audio-visual dataset named VoxCeleb that contains 
short clips of speech collected from YouTube for speaker identification and verification. It was 
released in two stages: VoxCeleb1 and VoxCeleb2. VoxCeleb1 contains 1251 speakers of which 
male being 690 and female being 561 and 153516 utterances while VoxCeleb2 contains 6112 
speakers of which male being 3761 male and female being 2351 and 1,128,246 utterances. Data are 
extracted from 22496 videos for VoxCeleb1 and 150480 videos for VoxCeleb2. 

DeepMine: Zeinali et al. [100] designed DeepMine database in English and Persian language for 
text-independent, text-dependent and text-prompted speaker verification. It consists of 1969 
speakers with 1149 males and 820 females and more than 540000 hours of recordings with 22742 
sessions. It has three parts: fixed phrase for text-dependent verification, random sequence of words 
for text-prompted verification and random phonetic level transcription phrase for text-
independent verification. 

HI-MIA: X. Qin [101] et al. in 2020 introduced HI-MIA database for text-dependent speaker 
verification in far-field conditions in both English and Chinese. It includes two sub databases: 
AISHELL-wakeup dataset and AISHELL2019B-eval dataset, with utterances from 254 and 86 
speakers respectively. The AISHELL-wakeup consisted of 3,936,003 utterances with 131 male and 
123 female speakers. They recorded 160 utterances for each speaker with 120 in noisy environment 
and 40 in clean environment. The AISHELL2019B-eval dataset consisted of with 44 male and 42 
female speakers. They set up the dataset with 40 in noisy environment and 120 in clean 
environment. 
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Table 2:Databases for speaker verification 

Database Year #Speaker 
(Male/Female) Phrase Age 

Group Language Sessi
on 

Environment/ 
Condition 

YOHO 1995 138(108/30)  Combination 
lock -- En 14 Office 

MAT-2000 2000 2232(1005/1227) Random -- Ma -- Noisy 
BANCA 2003 208(104/104) -- -- En, Fr, It, Sp 12 Quiet & Noisy 

VidTIMIT 2003 43(24/19) -- -- En 3 Noisy 

MIT-MDSVC 2006 88(49/39) -- -- En 2 Quiet & Noisy 
BioSecure 2008 2351 -- 18-75 En 6 Quiet & Noisy 
MOBIO 2010 152(100/52) -- -- En 12 Office 
UNMC-VIER 2010 123(74/49) -- -- En 2 Quiet & Noisy 

AusTalk 2011 1000(500/500) -- <25->50 En 3 Quiet 

RSR2015 2012 300 (157/143) Fixed-size pass 17 to 42 En 9 Office  

SAS 2015 106(45/61) Fixed, random -- En -- Clean 

VoxCeleb1 2017 1251(690/561) Random -- Multi -- Multi-Media 

VoxCeleb2 2018 6112(3761/2351) Random -- Multi -- Multi-media 

DeepMine 2019 1969(1149/820) Fixed, random 10 to 60 En, Pe 22742 -- 
HI-MIA 2020 340(175/165) -- 10 to 50+ En, Ch -- Quiet & Noisy 
 
Abbreviation for Language:Ch: Chinese, En: English, Fr: French, It: Italian, Ma: Mandarin, Pe: Persian, Sp: 

Spanish 

V. Conclusion: 
 
Emotion recognition from speech signal is quite difficult because speaking styles, speaking rates of 
the speakers is different from person to person and it also changes from place to place i.e. different 
for native speakers and non-native speakers. Hence it is more important to select particular speech 
features which are not affected by the culture, region, and speaking style of the speaker. Frequency 
analysis of a signal can provide more relevant information than the time domain analysis. There 
are different spectral, prosodic, and acoustic properties of the signal which contains the 
information which are helpful in extracting features from speech signal. After feature extraction, 
feature selection is also very important and then followed by a suitable classifier to recognize the 
emotions. In this paper, we have briefly discussed some aspects of speaker and speech emotion 
recognition system. We have discussed features to characterize different emotional state, different 
feature extraction approaches and some databases for emotion detection and speaker verification.  
Performance of emotion recognition and speaker verification system depends on the proper 
selection of these aspects as different combinations of these may produce different results. We 
have presented some features with some basic merits and demerits of feature extraction 
approaches, information of emotional and verification databases; but have not provided any 
comparison among them. 
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