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Abstract

A Markov reliability model of a wind farm has been built using the example of Anholt wind
farm, Denmark. Reliability indicators of wind turbine equipment are calculated as wind speed
functions. Basing hourly measurements of the wind speed and the consumed electricity, two
samples of duration time of the met and unmet demand of electricity were obtained. It has
been found that these samples can be approximated with exponential mixture model of the
probability distributions. The wind farm operation process has been approximated with a
continues-time 5-states Markov process. As a result, stationary and non-stationary probabilities
that the electricity demand will be met by wind power were estimated.

Keywords: wind farm, reliability, availability, met demand, unmet demand, exponential mixture
model of distributions, continues-time finite-states Markov process.

1. Introduction

The share of renewable sources in the electricity market is constantly growing, however, at the
current stage of development, they cannot guarantee the supply of electricity to consumers. The
renewable sources depend on sufficiently significant random factors such as wind speed or insolation
intensity. In this regard, it is necessary to use combined power supply systems that include both
traditional and renewable energy sources.

A study of the reliability of such systems allows assessing how much power reserve of traditional
energy sources is necessary to cover the deficit in the event of insufficient generation of renewable
energy sources. It should take into account both instability of wind speed and usual equipment
failures. In this paper, one of the most powerful wind farms, the Anholt wind farm in Denmark, is
considered as an example. It was built in 2013 and consists of 111 wind turbines Siemens Gamesa
Renewable Energy, SWT 3.6-120, the maximum capacity of each of them is 3.6 MW. The whole
power plant can generate up to 400 MW, which is about 2.7 % of Denmark’s electricity need.

There are numerous studies in literature on reliability models of wind farms and combined
energy systems. In [1], a Markov model of combined power gas and thermal networks was built and
the reliability of small business supply in Germany during a standard weekend day was investigated.
In [2], the optimal parameters of a combine power plant consisting of gas and wind generators were
evaluated. Wind energy was accounted for using a probability density, the estimate of which has not
been included in this article. In [3, 4, 5], various models of the wind farm reliability were considered.
These models take into account that the failure rates of wind turbine equipment are dependent on
wind speed. Wind speed values were modelled with the Monte-Carlo method [3, 4] or with Markov
chains [5]. In [6], reliability indicators of a wind farm were calculated with probability-generating
functions. In [7], generated power of a wind farm was evaluated with a cubic model. The wind speed,
as a random variable, was approximated by the Gnedenko-Weibull distribution. The distribution
parameters were estimated according to statistical data, and all the measurements were considered
independent, i.e. the correlation structure of measurements’ series was not taken in account.
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The correlation structure of a wind speed time series was studied in [8, 9] and other papers,
where the short-terms forecasting problems of wind speed were considered. These problems were
solved with neural network models, ARIMA models, etc. These models are not very accurate, so,
in this paper, the generated power will be predicted based on real meteorological data. In [10] and
[11], wind farm equipment reliability indicators were studied as functions of wind speed based on
statistical data.

The models presented in some of the listed articles were utilized in our paper when processing a
large amount of statistical data for a specific object – Anholt wind farm. As a result, the statistical
patterns were identified, which made it possible to build a Markov model and estimate the reliability
indicators of the wind farm.

The paper is organized as follows. In section 2, the reliability indicators of a turbine are
estimated as a function of wind speed. In section 3, statistical data and mathematical models are
investigated to evaluate the electricity demand and the wind farm capacity to produce it. Then a
Markov model of the wind farm operation process has been built and its reliability indicators are
estimated. In section 4, the results of the study are summarized.

2. Equipment Reliability of a Turbine

At first, let’s estimate equipment reliability indicators of a wind farm. To do this, it is enough to
consider any turbine. A stationary availability will be consider as a main reliability indicator:

𝐾 =
𝑇

𝑇 +𝑅
,

where 𝑇 is the mean time between failures (MTBF), 𝑅 is the mean time to repair (MTTR).
In [10], it is found that the failure rates of wind farm equipment linearly depend on wind speed

𝑊 in the speed range 𝑊 = 7− 11 m/s, but the result of extrapolating this dependence to a wider
range of real wind speed in the region of Anholt Island is implausible: the failure rate forecast for
small wind speeds is negative (Fig. 1). It is natural to assume the equipment does not fail when it
is idle, i.e. if wind speed is zero, the failure rate must be zero too. This idea leads us to a quadratic
model without a constant:

𝜆(𝑊 ) = 𝑏1𝑊 + 𝑏2𝑊
2, (1)

where 𝜆(𝑊 ) is the failure rate, 1/year, 𝑏1 = 0.353 s/(year·m) and 𝑏2 = 0.0868 s2/(year·m2) are the
model coefficients fitted by least squares. Fig. 1 shows this model does not differ from the linear
practically in speed range 7–11 m/s.
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Figure 1: Dependence of the Failure Rate on Wind Speed

In [10], the estimations of failure rates (Table 1) and of mean times to repair (Table 2) for
various equipment of a wind turbine are presented.

Table 1: Failure rates �̄�𝑖, 1/year

hhhhhhhhhhhhhhhhElement

Failure Type
Replacement Major Repair Minor Repair No Cost Data

Blades 0.001 0.010 0.456 0.053
Contactor / Circuit Breaker / Relay 0.002 0.054 0.326 0.048
Controls 0.001 0.054 0.355 0.018
Electrical Components 0.002 0.016 0.358 0.059
Gearbox 0.154 0.038 0.395 0.046
Generator 0.095 0.321 0.485 0.098
Grease / Oil / Cooling Liq. 0 0.006 0.407 0.058
Heaters / Coolers 0 0.007 0.190 0.016
Hub 0.001 0.038 0.182 0.014
Other Components 0.001 0.042 0.812 0.150
Pitch / Hyd 0.001 0.179 0.824 0.072
Power Supply / Converter 0.005 0.081 0.076 0.018
Pumps/Motors 0 0.043 0.278 0.025
Safety 0 0.004 0.373 0.015
Sensors 0 0.070 0.247 0.029
Service Items 0 0.001 0.108 0.016
Tower / Foundation 0 0.089 0.092 0.004
Ransformer 0.001 0.003 0.052 0.009
Yaw System 0.001 0.006 0.162 0.020
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Table 2: Mean times to repair 𝑅𝑖, hours

hhhhhhhhhhhhhhhhElement

Failure Type
Replacement Major Repair Minor Repair No Cost Data

Blades 288 21 9 28
Contactor / Circuit Breaker / Relay 150 19 4 5
Controls 12 14 8 17
Electrical Components 18 14 5 7
Gearbox 231 22 8 7
Generator 81 24 7 13
Grease / Oil / Cooling Liq. – 18 4 3
Heaters / Coolers – 14 5 5
Hub 298 40 10 8
Other Components 36 21 5 8
Pitch / Hyd 25 19 9 17
Power Supply / Converter 57 14 7 10
Pumps/Motors – 10 4 7
Safety – 2 2 2
Sensors – 6 8 8
Service Items – 2 7 9
Tower / Foundation – 7 5 6
Ransformer 1 26 7 19
Yaw System 49 20 5 9

The failure rate of turbine subsystems should be as dependent on the wind speed as the failure
rate of the whole turbine. Assuming that this dependence has the form (1), then it can be estimated
using

𝜆𝑖(𝑊 ) =
�̄�𝑖∑︀

𝑘

�̄�𝑘
𝜆(𝑊 ).

Let the equipment failures be independent. Then simultaneous failures of different elements are
unlikely, they can be neglected. Therefore, the mean time to repair of the whole turbine can be
calculated with the law of total probability:

𝑅 =
∑︁
𝑘

𝑅𝑘𝑝𝑘,

where 𝑝𝑘 is the conditional probability of a failure of the 𝑘-th subsystem, if there is a failure of the
whole turbine. These probabilities can be estimated as the multinomial distribution parameters:

𝑝𝑘 =
𝜆𝑘(𝑊 )∑︀
𝑖

𝜆𝑖(𝑊 )
=

�̄�𝑘∑︀
𝑖

�̄�𝑖
.

Remark. Assuming the failure flow is Poisson, i.e. the time between failures is exponentially
distributed, then this result can be obtained more rigorously:

𝑝𝑘 = P{𝜉𝑘 < 𝜉𝑖,∀𝑖 ̸= 𝑘} =

∞∫︁
0

∏︁
𝑖̸=𝑘

(︀
1− 𝐹𝑖(𝑡)

)︀
𝑑𝐹𝑘(𝑡) =

∞∫︁
0

∏︁
𝑖̸=𝑘

𝑒−𝜆𝑖(𝑊 )𝑡 𝜆𝑘(𝑊 )𝑒−𝜆𝑘(𝑊 )𝑡 𝑑𝑡 =
�̄�𝑘∑︀
𝑖

�̄�𝑖
,

where 𝜉𝑗 is the time between failures of the subsystem 𝑗, 𝐹𝑗(𝑡) is the cumulative distribution
function of 𝜉𝑗 .

In spite of the fact that the failure rates of the subsystems depend on wind speed, the probabil-
ity 𝑝𝑘 does not depend on it under assumption about equality of wind speed influence on all the
equipment is true.
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Thus, the mean time to repair of a turbine is

𝑅 =

∑︀
𝑘

𝑅𝑘�̄�𝑘∑︀
𝑖

�̄�𝑖
= 0.00153 years = 13.5 hours.

To estimate the mean time between failures, we will consider a wind turbine operation process,
i.e. the number of work-repair cycles, as a renewal process. The mean number of failures to a point
in time 𝑡 is a renewal function 𝐻(𝑡), that, according elementary renewal theorem [12], is

𝐻(𝑡) ≈ 𝑡

𝑇 +𝑅
.

If 𝑡 → ∞, then
𝐻(𝑡)

𝑡
is approximately equal to the failure rate 𝜆(𝑊 ), so

𝑇 ≈ 1

𝜆(𝑊 )
−𝑅,

which implies
𝐾(𝑊 ) = 1− 𝜆(𝑊 )𝑅 = 1− 0.000542𝑊 − 0.000133𝑊 2. (2)

3. Markov Modelling of Electricity Supply and Demand

We will use a continuous-time finite state Markov process to model a wind farm operation. Let
consider a model with two states: in the state 0, the wind farm fully provides its consumers, and in
state 1, there is not enough wind energy, it is necessary to use gas, coal, etc. Such model is correct,
if the residence time of the process in each state is well approximated with the exponential law. To
prof this assumption a large amount of statistical data was researched. We have used only open
information sources, so it took some calculations to estimate the residence time distribution laws.

3.1. Estimation of Power Dependent on Wind Speed

Using experimental data from [13], a model of the dependence of the turbine power on the wind
speed 𝑃 (𝑊 ) in MW has been fitted with least squares given by (3) and represented at Fig. 2.

𝑃 (𝑊 ) = 3.6
(︁
1− 𝑒− exp(−7.6+0.23𝑊 )𝑊 2.5

)︁
. (3)
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Figure 2: Power Curve of the Turbine Siemens Gamesa Renewable Energy, SWT 3.6-120 [13]

The wind speed is measured at the weather vane height, ℎ = 10 m [14], and the power depends
on the wind speed at the height of the turbine blades, i.e. at an altitude 𝑧 = 90 m. To recalculate
the wind speed, we will utilize the logarithmic model from [15]:

𝑊 = 𝑊ℎ
ln 𝑧 − ln 𝑧0
lnℎ− ln 𝑧0

, (4)

where 𝑧0 = 0.0002 m is the roughness length [16]. Thus, knowing the wind speed at the height of
the blades we can evaluate the power generated by a turbine.

The total generated power of the wind farm is equal to 𝑁 𝑃 (𝑊 ), where 𝑁 is a number of
operable turbines, which may be less, than the nominal count 𝑛 = 111 due equipment failures of
some turbines. The random variable 𝑁 has binomial distribution with a “success” probability 𝐾(𝑊 ),
which may be calculated by the formula (2). To obtain a lower limit of the total generated power it
is necessary to take a significance level 1− 𝛼 and calculate a left quantile 𝑁𝛼. The number of the
turbines is large enough, so the distribution of the variable 𝑁 may be approximated by the normal
law. Therefore, the low limit of the number of operable turbines is evaluated by

𝑍(𝑊 ) = 𝑛𝐾(𝑊 ) + 𝑧𝛼

√︁
𝑛𝐾(𝑊 )

(︀
1−𝐾(𝑊 )

)︀
,

where 𝑧𝛼 is a standard normal quantile. In this case, the real number of operable turbines will not
be less 𝑍(𝑊 ) with the probability 1− 𝛼.

Thus, a lower limit of the power generated by the wind farm is

𝑃𝐴𝑛ℎ𝑜𝑙𝑡(𝑊 ) = 𝑍(𝑊 )𝑃 (𝑊 ). (5)

3.2. Met and Unmet Demand periods

The electricity generated by Anholt wind farm goes to the total network in Denmark, so it is
impossible to point, what consumers receive this energy. That’s why we have to evaluate the
electricity demand from Anholt as a share of the national demand, assuming it corresponds to the
share of the installed capacity of the Anholt wind farm (𝑄𝐴𝑛ℎ𝑜𝑙𝑡 = 400 MW) in the total installed
capacity 𝑄𝐷𝑒𝑛𝑚𝑎𝑟𝑘 of all the power plants in Denmark. In open access, there is information about
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the total installed capacity between 1990 and 2018 [17]. To predict the total installed capacity
𝑄𝐷𝑒𝑛𝑚𝑎𝑟𝑘(𝑦) for 2019 and 2020, a logarithmic model was used (Fig. 3):

𝑄𝐷𝑒𝑛𝑚𝑎𝑟𝑘(𝑦) = 𝑎0 + 𝑎1(𝑦 − 1989) + 𝑎2 ln(𝑦 − 1989),

where 𝑦 is the time in years and the coefficients 𝑎0 = 8749.25, 𝑎1 = 88.25, 𝑎2 = 967.3 are fitted by
least squares.
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Figure 3: Total Installed Electricity Capacity in Denmark

According to this model, the total installed capacity was 14700 MW in 2019 and 14800 MW in
2020, so the Anholt share is evaluated as 2.72% and 2.70%, respectively.

Using hourly data on total electricity consumption in Denmark [18], we have obtained an
evaluation of the electricity demand for the wind farm under study:

𝐶𝐴𝑛ℎ𝑜𝑙𝑡(𝑡) =
𝑄𝐴𝑛ℎ𝑜𝑙𝑡

𝑄𝐷𝑒𝑛𝑚𝑎𝑟𝑘(𝑦)
𝐶𝐷𝑒𝑛𝑚𝑎𝑟𝑘(𝑡),

where 𝑡 is the time in hours, 𝑦 = 𝑦(𝑡) is the time in years, 𝐶𝐷𝑒𝑛𝑚𝑎𝑟𝑘(𝑡) is the total electricity
consumption in Denmark, MWh.

Using hourly data on wind speed in Anholt Island at the height ℎ = 10 m we have obtained 𝑊 (𝑡)

– the wind speed at the height of the turbine blades for every hour 𝑡 by the Eq. (4). Then by
Eq. (5), we have calculated the power 𝑃𝐴𝑛ℎ𝑜𝑙𝑡(𝑡) = 𝑃𝐴𝑛ℎ𝑜𝑙𝑡(𝑊 (𝑡)) generated by all the turbines
of the Anholt wind farm. A positive expression 𝑃𝐴𝑛ℎ𝑜𝑙𝑡(𝑡)− 𝐶𝐴𝑛ℎ𝑜𝑙𝑡(𝑡) determines met demand
periods, and a negative determines unmet ones. Fig. 4 shows a data fragment from March 28 to
April 2, 2016.
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Figure 4: Periods of Met and Unmet Demand

The duration of the periods depends mainly on fluctuations in generated power, i.e. on wind
speed. Although the demand fluctuations have 3 cycles (daily, weekly and seasonal), their amplitude
is much less, than that of the power fluctuations. Fig. 5 shows a data fragment from January 9 to
21, 2016.
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Figure 5: Comparison of the Fluctuations’ Amplitude in Supply and Demand

After processing the data for 2016 – 2020, we have obtained two samples: the periods of met and
unmet demand (the sample sizes are 2015 and 2016 observations, respectively). These measurements
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are weakly correlated with each other (Fig. 6)), so we will consider them as independent observations.
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Figure 6: Correlation Functions of the Periods

The data may be described by the exponential mixture model, for which the probability density
functions have the form

𝑓(𝑡) =
𝑘∑︁

𝑖=1

𝑣𝑖
𝜇𝑖

𝑒
− 𝑡

𝜇𝑖 .

The parameters 𝜇𝑖 are expectations of exponential distributions, from which the mixture model
consists, and 𝑣𝑖 are weight parameters of them. To estimate these parameters, the expectation-
maximization algorithm (EM-algorithm) [19] was applied. It is a modification of the maximum
likelihood method adapted for mixture distribution models. The model parameters for the met
demand periods distribution are

�⃗� = [0.63, 0.19, 0.18];

�⃗� = [2.2, 11.0, 43.6] hours,

and these ones for the unmet demand periods distribution are

�⃗� = [0.66, 0.34];

�⃗� = [2.4, 24.0] hours.

Figures 7 and 8 show histograms and probability plots validating the models. The formal 𝜒2-test
has not confirm goodness of fit of these models, because the samples are too large, and the test
founds insignificant deviations of an empirical distribution from a hypothetical one. But if we
reduce the sample size by 4 times (up to 500) by randomly discarding a part of the observations,
the 𝑝-values will be 0.8 for met and 0.2 for unmet demand periods, that is, much greater than the
significance level 𝛼 = 0.05.
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Figure 7: Distribution Low of Met Demand Periods
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Figure 8: Distribution Low of Unmet Demand Periods

3.3. The Model

The exponential mixture model can be interpreted as follows: every real process state (0 – for
met demand and 1 – for unmet one) consists from several fictive (3 or 2, respectively) states. The
residence time in each of them has an exponential distribution. Let’s number the fictive states: 0,
1 and 2 are the numbers of met demand states (shown by green vertices on the transition graph
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in Fig. 9), 3 and 4 are the numbers of unmet demand states (shown by red vertices on the transition
graph in Fig. 9).

The transition rates are inversely proportional to the mean residence times in the states from
which the process leaves, and are directly proportional to the weight coefficients of the states into
which the process comes:

𝜆𝑖𝑗 =
𝑣𝑗
𝜇𝑖

, 𝑖, 𝑗 = 0, 4.

Let’s write the transition rates estimated by the data in the matrix form:

Λ = [𝜆𝑖𝑗 ] =

⎡⎢⎢⎢⎢⎣
0 0 0 0.30 0.15

0 0 0 0.06 0.03

0 0 0 0.02 0.01

0.26 0.08 0.07 0 0

0.03 0.01 0.01 0 0

⎤⎥⎥⎥⎥⎦

0
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Figure 9: Transition Graph of the Markov Model

Because the residence time of every fictive states has approximately an exponential distribution,
the process of transitions between them can be modelling as a Markov one. Therefore, the vector
of the state probabilities 𝑝(𝑡) is the solution of Kolmogorov system of equations [20]:

𝑑𝑝

𝑑𝑡
= Λ′𝑝,

4∑︁
𝑖=0

𝑝𝑖(𝑡) = 1. (6)

A detailed derivation of this equation one can be find in numerous textbooks, for example in [21].

3.4. Model Investigation

To obtain an unique solution, it is necessary to set an initial condition by choosing one of the fictive
states as the starting. With operational control at some time point 𝑡, we can attribute the last
completed period to one of the fictitious states, because the EM-algorithm allows both estimating
the parameters of a mixture of distributions and classifying observations.

The analytical solution of the system (6) is very cumbersome and is not presented here. It
is recommended to apply numerical methods for solving the system (6), for example an explicit
Runge-Kutta method.

The probabilities of the real states (0 – the met demand, 1 – unmet demand) are the sums of
the fictive state probabilities:

𝑝*0(𝑡) = P{𝑃𝐴𝑛ℎ𝑜𝑙𝑡 ≥ 𝐶𝐴𝑛ℎ𝑜𝑙𝑡} = 𝑝0(𝑡) + 𝑝1(𝑡) + 𝑝2(𝑡),

𝑝*1(𝑡) = P{𝑃𝐴𝑛ℎ𝑜𝑙𝑡 < 𝐶𝐴𝑛ℎ𝑜𝑙𝑡} = 𝑝3(𝑡) + 𝑝4(𝑡).
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Fig. 10 shows the plot of the met demand probability for various initial states. Green curves
are for met demand initial states, red ones are for unmet demand initial states.
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Figure 10: Met Demand Probabilities for Various Initial States

The stationary state probabilities 𝑝 = lim
𝑡→∞

𝑝(𝑡) can be obtain form the system (6) by setting

𝑑𝑝

𝑑𝑡
= 0⃗, i.e. Λ′𝑝 = 0⃗.

This is a system of linear algebraic equations. The rank of the system matrix is 4, which is 1
less than the number of states, but with the normalisation condition

∑︀
𝑝𝑖 = 1, the system has the

full rank and its unique solution is presented in Table 3.

Table 3: Stationary Probabilities of the Process States

𝑖 0 1 2 3 4
𝑝𝑖 0.066 0.099 0.373 0.075 0.387

The process converges to the stationary one, but does not it very quickly: only in 120 hours
after a start time point, the state probabilities differ from its stationary values less than 0.01.

The stationary probability of the met demand does not depend on an initial state and is

𝑝*0 = 𝑝0 + 𝑝1 + 𝑝2 ≈ 0.537.

This value differs little from the total share of the met demand time for the studied period,
which indicate the adequacy of the constructed model:

𝑇 *
0

𝑇 *
0 + 𝑇 *

1

≈ 0.544,

where 𝑇 *
0 is the total time of the met demand, 𝑇 *

1 is the total time of the unmet demand.
Thus, the power of the wind farm is insufficient to meet the electricity demand on average 54%

of the time. At the rest of the time consumers have to use other energy sources additionally. At
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the same time, the amount of energy generated during the periods of met demand is much greater
than the required one. Although an industry technology for long-term storage of electricity, for
example in the hydrogen form, has not yet been developed by now, investigations in this direction
are being actively pursued. Conservation of energy during the period when it is generated in excess
would make it possible to cover its deficit during periods of weak wind.

4. Conclusion

The electricity provision to consumers is determined both by the reliability of wind farm equipment
and by weather conditions. This paper presents a mathematical model that makes it possible to
assess the reliability indicators, such as failure rate, mean time to repair, and availability, based on
the statistical data. The assessment took into account the dependence of the indicators on wind
speed.

Based on statistical data and the already known mathematical models, the distributions of the
met and unmet demand periods have been investigated. Using hourly data over 5-years period, we
have found out that these distributions can be approximated by exponential mixture model, and,
therefore, the process of the wind farm operation can modelled as a Markov process.

Thus, the model of the wind farm operating process taking into account both the random nature
of wind speed as an energy source and usual failures of equipment is built. The main result of the
study is the estimation of stationary probability of the met demand: it is approximately 0.537. It
means that the power of the wind farm is insufficient to meet the electricity demand on average 54%
of the time.

The amount of energy generated during the periods of met demand is much greater than the
required one. Therefore, it is profitable to build an energy storage to save the energy excess. The
author intends to study a reliability problem about a rational storage volume.
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