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Abstract 

 
Sentiment Analysis is the process of examining the individual’s emotions. In tweet sentiment analysis, 
opinions in messages are categorized into positive, negative and neutral categories. A clustering-based 
classification approach is used to increase the accuracy level and enhance the performance in sentiment 
classification. The input dataset comprises of Hindi-English code-mixed text data. Initially, the input text 
data is pre-processed with different pre-processing techniques such as stop word removal, tokenization, 
Stemming, lemmatization. This effectively pre-processes the data and makes it appropriate for further 
processing. Afterwards, effective features such as Count Vectors, Modified term frequency-inverse document 
frequency (MTF-IDF), Feature hashing, Glove feature and Word2vector features are extracted for enhancing 
the classification performance. Afterwards, Sentiment word embedding-based agglomerative (SWEA) 
clustering is presented for effective sentiment feature clustering. Finally, a hybrid Bidirectional long short-
term memory-convolutional neural network (Hybrid BLSTM-CNN) is used to accurately classify tweet 
sentiments into positive, negative, and neutral. Here, modified horse herd optimization (MHHO) approach is 
used for weight optimization in Hybrid BLSTM-CNN. This optimization approach further enhances the 
performance of classification. The dataset used for the implementation is a Hindi-English mixed dataset. The 
experimental result significantly improves the different existing approaches in terms of accuracy, precision, 
recall, and F-measure.  
 
Keywords: Sentiment Analysis, Hindi-English, Twitter, code-mixed text data, modified 
horse herd optimization 

 
1. Introduction 

 
Over the last two decades and the increase in the population, social media users have also 
increased tremendously [1]. Thelanguages are mixed in several forms of communication due to 
different cultures. People started to communicate online to share and express their thoughtson 
social network websites like Twitter, YouTube, and Facebook. These media are a better platform to 
interact with each other [2]. Most of the words are used generally in one language, and the 
translation in another language is not very popular. Hence, when the person utilizes those words 
in a text, they are like the most fashionable language [3]. This makes a sentence in two different 
languages and arranges a grammar part of one language.The text in social media isfamiliar with 
many linguistic variations. In multilingual countries like India, commonly people combine the 
English and Hindi languages with their native language [4]. The method of switching sentences 
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between the many languages is known as code-mixing, also called code switching [5]. It is 
amodification phenomenon among many languages, generally two, within a single sentence [6].  

Sentiment Analysis (SA) in mixed languagehas gained popularity due to the increasing 
number of non-English speaking users [7]. SA can offer precise insight from product reviews to 
capture trending themes to design business models. Today, most institutions depend on SA of 
social media text to monitor the performance of their products and fetch feedback [8]. SA is used in 
product reviews and applications like reputation management, social media monitoring, and 
brand monitoring [9].In addition, people post their suggestions, opinion and results in a huge 
amount of text information accessible for analysis. Humans can understand the paragraph written 
in a language they know and identify the paragraph as positive, negative, or neutral feelings [10]. 
However, the computer doesn’t know the languages around the world, and it cannot interpret 
them. SA overcomes this limitation of the computer by Natural Programming Language (NLP) for 
recognizing the word and classifying them [11]. A mixed language tweet has many unseen 
complexities to NLP tasks like language identification, semantic processing, machine translation 
and Parts-of-Speech (POS) tagging.Hence it is important to develop a technology for mixed 
language text [12, 13]. 

Based on the report of KPMG Group in India, users of the Indian language can expand up to 
537 million in 2022 [14]. People states their opinion on changing subjects varies from sports to 
politics and movies [15]. In addition, people express their suggestions in mixed languages like 
English-Urdu, English-Hindi, English-Tamil, and English-Bengali [16]. Hindi is a national 
language of India, which is majorly spoken in different states. Due to many Hindi speaking people 
contributes majorly in several social media about various social activities [17]. The formation of the 
Hindi language utilized in social networks is mixed with English and accessible in roman scripts 
[18].Some of the existing sentiment analysis approaches are Naive Bayes, convolutional neural 
network (CNN) [19], decision tree (DT), support vector machines (SVM), recurrent neural network 
(RNN), and RF (random forests) [20].  

Motivation: The phenomenon of mixed language can learn by analyzing different 
applications. SA is circumstantial text analysis, finding the social sentiment for better 
understanding the source. SA on mixed language helps to understand the sentiment of sentences 
and phrases. Multilingualism is the potential of people to communicate efficiently in many 
languages. There are three categories of SA approaches: Machine learning (ML), Lexicon based and 
Deep learning (DL). The Lexicon-based models depend on the predefined rules for determining 
the sentence from the text. An ML technique utilizes semantic mining for identifying sentiments. 
ML techniques are semi-supervised, supervised and unsupervised. ML techniques require hand-
crafted features extraction, which is time consuming, needs expertise and is expensive. DL models 
are more efficient in learning features automatically from text and achieve better results. The most 
commonly used methods in NLP tasks are Recurrent Neural Network (RNN), Convolutional 
Neural Network (Convnet), and Long Short-Term Memory Network (LSTM). The text 
representation and the good classification approach are necessary to improveclassification 
performance. The major contributions of the presented methodology are described as, 

• To effectively pre-process the Hindi mixed English tweets, different pre-processing 
approaches like stop word removal, tokenization, stemming, and lemmatization are 
utilized. 

• To extract the most important features from the pre-processed data, count vectors, MTF-
IDF, Feature hashing, Glove feature and Word2vector features are extracted. The effective 
feature extraction process is a necessary one for accurate sentiment prediction. 

• A Sentiment word embedding-based agglomerative clustering approach is presented to 
cluster the sentiment features effectively. This clustering process further improves the 
performance of sentiment prediction.  
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• To accurately classify the sentiments as positive, negative and neutral, a hybrid BLSTM-

CNN framework is presented. Here, the modified horse herd optimization approach 
improves this classification network performance. This MHHO approach is used for 
updating the optimized weights in the hybrid BLSTM-CNN framework. Finally, the 
performance of the sentiment analysis is well improved using these combinations of 
approaches. 
 

2. Related Work 
 
Jhanwar and Das [21] proposed an ensemble method for SA of Hi-En mixed data using DL models. 
In this work, LSTM and Multinomial Naive Bayes (MNB) were utilized for identifying the Hi-En 
sentiments. The ensemble model integrated the LSTM and keywords polarity from a probabilistic 
method for identifying sentiments in inconsistent and sparse mixed data. Both models were 
averaged and weighted based on the accuracy. The experimental outcomes proved the system’s 
performance compared with other DL models. 

Sasidhar et al. [22] used the DL model CNN-BLSTMto identify the emotions expressed via Hi-
En mixed languages in many social media sites. To evaluate the detection method, 12,000 CM 
sentences from various sources have many emotions. A bilingual model was used for generating 
the vector, and the DL model was used for classification. This model provided higher performance 
with an accuracy of 83.1%. 

Singh et al. [23] presented a unique language and POS tagged database of CM Hi-En tweets. It 
was based on five happenings in India that led to many twitter activities. The database used in this 
model has two factors: it was longer than the prior annotated database and was like real-world 
tweets. Then the POS was trained on this database to show how this database can be utilized. This 
model has attained a better performance with an F-measure value of 88.6%, but the model has 
overfitting issue despite the usage of regularization. 

Singh and Lefever, [24] proposed two stages for the SA task for Hi-En sentiments. In the first 
stage, baseline methods and monolingual embedding were initialized. Then, in a second stage, 
cross lingual embedding’s for Hi-En were constructed. The transfer learning-based classifieris 
trained on En sentiment and implemented on code-mixed information.The task comprises three 
sentiments, and the experimental outcomes proved that this model improved the results in fully 
supervised and can utilize as a baseline for a distant base.  

Garg and Kamlesh Sharma, [25] presented the model of creating a corpus for Hi-En 
sentiments. The method utilized for annotating the corpus into 5 categories. The inner agreement 
measure was computed for positive and negative tweets. This model provided a standard corpus 
for code switching in Hi-En. The words utilized for sarcasm and slang were also discussed in this 
work. This model overcame spelling which was inconsistent and misspelt words.  

Nagamanjula and Pethalakshmi, [26] developed an innovative model using a logistic adaptive 
network that depends on a neuro fuzzy inference system (LAN2FIS) to classify sentiments on 
Twitter data. Here, features were chosen by using the bi-objective optimization scheme. The 
sentiment analysis using this approach provided enhanced performance. But the analysis was 
performed only in public reviews. A bigger data set is a necessity to improve the accuracy 
performance. The performance of the approach can be improved by utilizing a better combination 
of approaches.  

Naresh and Venkata Krishna, [27] presented a proficient sentiment analysis methodology 
utilizing the machine learning approach. Here, optimization was utilized to enhance the 
performance ofthe machine learning technique. At first, input data was taken and pre-processed. 
Next, the optimized data was attained through the feature extraction process. The trained feature 

373 



Abhishek Kori, Jigyasu Dubey 
SENTIMENT ANALYSIS IN HINDI-ENGLISH CODE-MIXED TWITTER DATA 

RT&A, No 4 (71) 
Volume 17, December 2022 

 
data was utilized to categorize the sentiment classes through the machine learning classifier in the 
final stage. The attained accuracy of this approach was 89.47%. The examination performance of 
the methodology can be improved by using the deep learning approaches in future.  

Kanika Garg and Lobiyal, [28] developed a methodology for evaluating the feature values 
through KL (Kullback-Leibler) divergence methodology. The features were used for finding the 
membership values with the neuro fuzzy and fuzzy logic methodology. The obtained accuracy of 
the methodology was 89.93%. In future work, an effective feature selection and classification 
approach was suggested to improve the performance.  
 

3. Proposed Methodology 
 
This work presents an effective sentiment analysis in Hindi-English mixed twitter texts. Initially, 
the input twitters in the combination of Hindi and English texts are collected using the Twitter 
data set. Afterwards, input texts are effectively pre-processed using different pre-processing 
techniques like tokenization, stop word removal, lemmatization and stemming. Then, effective 
combinations of features like count vectors, feature hashing, Glove feature vectors and modified 
TF-IDF are extracted from the pre-processed data. Subsequently, the extracted sentiment features 
are clustered using the presented SWEA clustering approach. Finally, the hybrid BLSTM-CNN 
approach accurately predicts sentiments into negative, positive, and neutral classes. Here, the 
performance of sentiment prediction is improved by updating the optimized weights through the 
modified horse herd optimization approach. The schematic diagram of the presented methodology 
is depicted in figure 1. 
 

 
 

Figure 1: Schematic diagram of the presented methodology 
 

The SA process has four stages: (a) Pre-processing is the first stage to clean and prepare data 
for sentiment analysis. It reduces computational process and feature space, enhancing the system’s 
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accuracy. (b) Feature extraction is a second stage to extract the important features for the analysis. 
(c) Clustering is the third stage to group the data points and (d) Sentiment prediction is the fourth 
stage to classify the sentiments of data into positive, negative or neutral.   

 
3.1 Pre-processing 
 
Pre-processing is an important process for SA since textual information has unstructured and 
noisy data. The Pre-processing step is applied to the dataset to improve the quality and classify the 
text. This step is used to clean the dataset from noise like spelling error correction, disambiguation 
of ambiguous abbreviations and reduction of repetitive characters. Hence in these cases, pre-
processing techniques like stop word removal, tokenization, Stemming and lemmatization can 
enhance the dataset’s quality. 
 
3.1.1 Tokenization 
 
It is complex for machines to understand the context and semantics of a paragraph and sentences. 
Initially, the tokenization process breaks sentences into punctuations and words called 
tokenization. For tokenizing the words, Natural Language Toolkit (NLTK) is used. 
Example: Input data- “I am playing” 

Output data- (I) (am) (playing) 
 
3.1.2 Stop word removal 
 
In the text data processing, the words which have high existence in the documents are called stop 
words like “is”, “am”, “and”, “the”. These words are helpful in sentence formation but do not 
provide any importance in language processing. Applying these words on lexical resources has 
less emotional meaning and doesn’t affect a sentimental score. Hence these words are filtered from 
the tweets. The example representation of stop word removal is provided below.  
Example: Input data- I am playing  

Output data- Playing 
 
3.1.3 Stemming 
 
It is the process of converting the tenses of words to their basic form. This stemming process 
avoids the processing time of words. The example of the stemming process is described as, 
Example: “Playing” to “play”,“Arguing” to “Argue”, “Fishing” to “Fish”, “noises” to “noise”.  
 
3.1.4 Lemmatization 
 
This is the process of integrating two or three words into one word. This finds the Word 
morphology and removes the end of the word.  
 
Example: “Matched” to “Match”, “taught” to “teach”  
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3.2 Text Feature extraction 
  
The most important features like count vectors, MTF-IDF, Feature hashing, Glove feature and 
Word2vector features are extracted from the pre-processed data. The effective feature extraction 
process is a necessary one for accurate sentiment prediction. The presented feature extraction 
techniques are described in the subsequent sub-sections.  
 
3.2.1 Count Vectors 
 
Count vectors feature just count the number of word occurrences in a document. Afterwards, the 
count value is utilized as a weight in the feature vector. This feature extraction process counts the 
words and outputs in integers. The count feature vector is similar to the TF-IDF feature. In TF-IDF 
feature extraction, a score of the words are computed, and in the case of count vectors, floats are 
computed from the words. The count vectors are illustrated in the subsequent example shown in 
table 1.  
Example data: {“Good”, “Boy”, “Play”, “Well”, “Top”, “Good”, “Student”, “School”} 
 

Table 1: Example illustration of output Count Vectors 

Data Good Boy Play Well Top Student School 

Count 
vectors 

2 1 1 1 1 1 1 

 
3.2.2 Feature hashing 
 
This is the process of changing separate tokens into their corresponding integers. This process 
generates the dictionary of words. After the process completion of dictionary generation, the 
words in the dictionary are transformed into respective hash values. This hash value 
representation is utilized to find the feature is already utilized in the process or not. In this feature 
hashing, the model results in the group of columns for every text data in rows and one column for 
every hashed feature.  

The feature hashing is equivalent to one hot encoding process and results in the hashes to 
mention each text word. Example illustration is provided in table 2.  

 
Table 2: Example of feature hashing 

 
Word Hash1 Hash2 
Blue 0 0 
Black 0 1 
Red 1 0 
Pink 1 1 

 
 

The main objective of using feature hashing is to decrease the size of features. This can be 
used to mention the texts in variable length to the feature vectors in equivalent numeric size and 
attains the reduced size of features.  
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3.2.3 Word2Vec feature 
 
In the Word2Vec feature extraction model, the input is word data, and the output data is vector 
data. This makes the words into their corresponding numeric form. A similar form of words has 
the same embedding. This word2vec feature extraction process combines a continuous bag of 
words (CBoW) and the skip-gram process. Here, CBoW provides the occurrence probability of 
words. This makes the output target vector for the words in embedding. The word2vec feature 
extraction model is represented in figure 2. 

The continuous bag of words is utilized for finding the target text, and the skip-gram process 
finds the target context data from the predicted words.  
 
 

 
Figure 2: Word2Vec feature extraction model 

 
3.2.4 Modified TF-IDF (MTF-IDF) 
 
This feature extraction approach is utilized to find the importance of particular words in a 
document. Here, the term frequency of a particular word is computed by the number of times that 
the particular word occurred in the document to the whole number of words in that same 
document. This is utilized to remove unnecessary words like “a”, “an”, “the” in the document. The 
modified form of the TF-IDF feature is computed here to advance the feature extraction process. At 
first, the term frequency is computed through the subsequent condition (1). 

                                                                                                                                             (1) 

Here, signifies the extracted term frequency feature vector,  signifies the number of 

the word  occurs in the document , and the denominator portion in condition (1) describes the 
addition of word occurrences of the document. The inverse document frequency is computed 
through the subsequent condition (2), 

                                                                                                                                    (2) 
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Here, signifies the IDF feature vector,  signifies the total amount of documents in the 
dataset and  signifies the feature vector of documents. The TF-IDF feature extraction process is 
enhanced by updating the weight calculated using the term frequency. The improved form of 
feature vector based on the weight of term frequency is computed by the subsequent condition (3).  

                                                                                                                                            

(3) 

Here, signifies the term frequency of words in each tweet,  signifies the weight of the 

word frequency, and signifies the feature vector computed by the condition (3) and. The 
higher weight words are considered as a important word. This weight factor is updated in the TF-
IDF feature extraction process to attain the modified TF-IDF feature. This computed weight factor 
is updated in the subsequent condition (4),  

                                                                                                            (4) 

Here, signifies the updated weight factor computed by the condition (3), the first term in 
condition (4) describes the term frequency and the next term describes the IDF. Based on this MTF-
IDF feature extraction using the condition (4), improved form of feature vectors is attained.   

Significance of MTF-IDF: The word frequency of each tweet data are considered for the 
calculation of weight and it is updated in the condition (4). The average word frequency of words 
is computed through the condition (3). The condition (3) computed the word frequency weights 
and it is also updated in condition (4) to improve the process of feature extraction. This weight 
parameter is used to predict the relevancy of word related to the category. This updated feature 
extraction process improves the decision on classification and increases the output accuracy. This 
way of feature extraction makes easier the process of sentiment classification. In existing TF-IDF, 
only the term frequency and IDF of tweets only considered. This general TF-IDF provides the 
feature vector counts of all the words in the considered data. But, the improved form of TF-IDF 
provides the optimal feature vector to the existing to further improve the process of classification. 
The updated weights improve the TF-IDF feature extraction and it enhances the further 
classification performance. This feature extraction process effectively supports the accurate 
sentiment classification as positive, neutral and negative.  
 
3.2.5 Glove feature vectors for words representation 
 
This model is the representation of the text of the global word vector. The idea used in this feature 
extraction process is a word by word estimation of the counting matrix. The correlation among the 
random words is determined by finding the ratio between their occurrence probabilities. The 
relation of co-occurrence is described in the subsequent conditions (5), 

                                                                                                                                     (5) 
Here,  represents the glove feature and represents the counting matrix. This creates the 

counting matrix for words between tweets ( ) to the random words ( ). This condition creates 
the transposable feature matrix based on its transpose ( ). Moreover, the additive shift is utilized 
in this process as described by condition (6), 

                                                                                                                                    
(6) 
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3.3 Sentiment word embedding based agglomerative (SWEA) clustering 
 
Sentiment word embedding based agglomerative clustering is a hierarchical based clustering 
approach. It is otherwise called bottom-up clustering. In this clustering, every data point is 
considered a separate cluster is, known as a leaf. At first, the input data points are clustered 
arbitrarily. Afterwards, the distance among two pair clusters are computed and, based on the 
shortest distance of the data points in the clusters, are grouped further. This process is repeated 
until getting the one optimal form of cluster. The process of clustering formation is stopped when 
reaching one optimal cluster known as root. The Euclidean distance between the considered data 
points are calculated and described in the subsequent condition (7),  

                                                                                                                                     
(7) 

Here,  and  represents the two data points,  represents the Euclidean distance. A 

distance matrix is generated according to the estimated distance between data points. Afterwards,a 
connection between the clusters is computed through the linkage criteria. This linkage criterion 
computes the shortest distance among the data points in the clusters. It is computed by the 
subsequent condition (8), 

                                     

                                                                                            (8) 
Here,  represents the linkage criterion among the data points , 

represents the Euclidean distance amongst data points. This criterion is utilized to merge the 
clusters. Furthermore, the distance matrix is updated after this merging. This process is continued 
until reaching one optimal form of cluster. This process of clustering provides the tree based model 
for clustering. Here, the word to vector model is utilized for word embeddings. Every 
neighbouring word is semantically correlated in the word embedding-based clustering process. 
This clustering process considers that the centroid of the clusters is associated with the 
neighbouring data point with the minimum local density. The local density of the data points are 
computed by the subsequent condition (9), 

                                                                                                                              (9) 

Here,  represents the distance among data points,  represents the cut-off distance 

and  is represented in condition (10), 

                                                                                                                      
(10) 

The local density measure  is equivalent to the total quantity of data points that are closest 
to the data point  than . Moreover,  is computed by the subsequent condition (11), 

                                                                                                    (11) 

The Word embedding based clusters are formed as per the illustrations of and . The 
maximum value of and  is considered as a cluster centre. The flow diagram of SWEA 
clustering is depicted in figure 3. 
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According to the steps provided in figure 3, sentiment features are clustered. This process 

clusters the features effectively and is given as an input to the hybrid BLSTM-CNN framework.  
 

 
 

Figure 3: Flow diagram of SWEA clustering 
 

3.4 Hybrid BLSTM-CNN 
 
In the presented approach, hybrid BLSTM-CNN is utilized to get the entire context information to 
predict the accurate output. Combining BLSTM and the CNN layers can provide important 
information to the output layer through deep learning. Here, the CNN is utilized in the hybrid 
form is to attain enhanced performance. Here, the weights are updated optimally to increase the 
performance of classification. The presented hybrid framework comprises CNN layers and the 
BLSTM layers. The schematic diagram of hybrid BLSTM-CNN is depicted in figure 4. 

 
 

Figure 4: Structure of hybrid BLSTM-CNN 
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3.4.1 Weight optimization 
 
The main motivation of using a modified horse herd optimization algorithm for optimizing the 
weight is the hierarchical organization of horse herds. The optimization approach is modified here 
by updating the weight factor in condition (10).In the hierarchical organization, horse A is more 
dominant than horse B. Similarly, horse B is more dominant than horse C. The optimized weights 
are attained through the presented optimization approach. The weight of the presented hybrid 
framework is described by the subsequent condition (12). 

                                                                                                         (12)
 

The first priority weight of the optimization technique is used to update the hybrid BLSTM-
CNN. Here, the hierarchical order is attained through the fitness estimation of horse herds. The 
number of horses ( ) and function are considered as per the corresponding conditions.  

                                                                                                                                    (13) 

                                                                                                                                     
(14) 

Here,  represents the horse herd. The fitness of the horse herd is computed by the 
subsequent condition (13). If , where and  then 

                                                                                                                                               (15) 

If , where  and  then 

                                                                                                                              
(16) 

Similarly, the prioritized orders of every horse in the herd are estimated through the 
subsequent condition (17), 

                                                                                                                                            

(17) 
Here,  signifies the prioritized order of the horses. Afterwards, the weighted average 

value is estimated for each horse position in the herd, considered a centre of the horse herd. The 
centre evaluation of each horse herd through this process is computed in the condition (18), 

                                                                                                                                         (18) 

Here,  represents the centre of the horse herd. The distance between the location of the 
horse and the herd centre is computed by the condition (19),  

                                                                                                                 
(19) 

Here,  signifies the evaluated distance between the horse location and herd centre.Then, the 
velocity function is updated if one particular horse is fitted to the group of horse herd through the 
condition (20), 

                                                                                                 (20) 

Here,  signifies the weight factor. This factor is updated in the optimization approach 
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the newest iteration. The weight factor updated in condition (20) is computed by the condition 
(21), 

                                 

                                                                                                         (21) 
Here, represents the current iteration, represents the exponential term, and signifies 

the maximum of iteration. The horse memory matrix ( ) comprisesa number of rows equal to the 
horse memory pool ( ) and has the  columns. 

                                                                                                          (22)  

The memory matrix is updated by the subsequent condition described as, 
                                                                                                                   (23) 

Here,  signifies the normal distribution and  signifies the standard deviation. 
Subsequently, the global best position is attained in maximum iteration . This optimization 
process is significant for updating the optimal weight in thehybrid BLSTM-CNN framework. The 
attained global best positions ( ) are considered optimal weight to update the hybrid BLSTM-
CNN framework. 

 
3.4.2 Layers in hybrid CNN-LSTM 
 
The presented framework comprises CNN and BLSTM layers described in the subsequent sub-
sections.  
• Convolutional layer 
This layer performsthe convolution operation on the input data of the deep learning classifier. The 
operation of the convolution layer is represented in the subsequent condition (22), 

                                                                                   (24) 

Here, represents the input matrix, represents the 2-dimensional filter of size  and 
represents the output of a 2D feature map. 

• Pooling layer 
This layer is otherwise known as a down sampling layer. In this layer, the dimensionality of the 
features is reduced for the output of the convolutional layer. Here, the biggest feature value is 
taken for the average pooling operation.  
• BLSTM layer 
The bidirectional LSTM layer is utilized to obtain a high level of features. The bidirectional LSTM 
is the advanced feature learning of LSTM. This BLSTM layer performs deep learning features in 
both forward and backward processes. The concatenation of BLSTM layer feature learning is 
described in the subsequent condition (25) 

                                                                                                                                           (25) 

Here,  signifies the forward pass outputs and  signifies the backward pass outputs. The 
forward and backward process outputs are combined in this condition. The output of the final 
bidirectional LSTM layer is connected with the fully connected layer. 
• Fully connected layer 

÷
÷
ø

ö
ç
ç
è

æ

-
=

1maxI
CIeWF

CI e maxI
S

HMP P

1
1

1,,
1

1,,

1
,,1

1
1,,1

1 +

ú
ú
ú
ú

û

ù

ê
ê
ê
ê

ë

é

=
++

++

+ T

SS

SS
S

T
uHMP

T
uHMP

T
Pu

T
u

T
u







( )dD
T
vu

T
vuNbest ySG dh ,01

,
1
,, *== ++

Dh dd

1+K

bestG

( )( ) ( ) ( )vuNvmulTmlNLmlSF ,,,),( åå ++*=

T N ),( vu

FS

¬®
+= ttTotal HHH
®

tH
¬

tH

382 



Abhishek Kori, Jigyasu Dubey 
SENTIMENT ANALYSIS IN HINDI-ENGLISH CODE-MIXED TWITTER DATA 

RT&A, No 4 (71) 
Volume 17, December 2022 

 
The feature matrix attained from the previous layer is flattened and given as an input to this layer. 
It acts as an interface between the layers with features deep learning to the output decision. This 
layer is updated with the softmax activation function.  
Softmax: This softmax activation function is utilized to predict the output class probability values 
accurately. This is computed by the subsequent condition (26), 

                                                                                                                                                    (26) 

Here,  represents the system output. According to this process, sentiment on Hindi-English 
mixed twitter text is predicted and classified into positive, negative and neutral.  

 
4. Results and Discussion 

 
This section provides the experimental results of the presented methodology in an effective 
sentiment classification on Hindi-English code mixed twitter data. The presented methodology is 
implemented in the PYTHON working platform. In order to achieve better results, the SWEA 
clustering approach and Hybrid BLSTM-CNN framework are presented. The performance of the 
developed approach is examined with the different existing methodologies to prove the 
effectiveness of the developed approach.  
 
4.1 Dataset description: Hindi-English code-mixed twitter dataset 
 
The dataset consists of English-Hindi mixed social media contents. Here, Twitter data is gathered 
in this database. This dataset contains the twitter data in both Hindi and English language mixed 
form. The total number of tweets in the dataset is 10500 with 5249 user location. The available total 
10500 numbers of tweets is in the Hindi-English code mixed language.  
 
4.2 Performance metrics 
  
In this section, different performance evaluations are provided to analyze the effectiveness of the 
presented methodology. Various performance metrics like accuracy, precision, recall, F-measure, 
and Error rate are described in the subsequent subsections,  
 
4.2.1 Accuracy 
 
This performance measure evaluates the overall accurateness of the sentiment classification.This 
performance measure evaluates the proportion of accurately predicted classes among the total 
number of classes. It is computed through the subsequent condition (27), 

                                                                                                          
(27) 

Here,  signifies the accuracy,  signifies the true positive, signifies the true 

negative, signifies the false positive, and signifies the false negative.  
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4.2.2 Precision 
 
This performance evaluation characterizes the ratio of accurately predicted tweet classfor the 
particular sentiment to the total amount of classified tweets in that sentiment. It is computed 
through the subsequent condition (28), 

                                                                                                                                     
(28) 

Here,  signifies the precision performance.  
 

4.2.3 Recall 
 
This performance metric computes the proportion of accurately categorized tweets of given 
sentiment to the total quantity of tweets that are actually under that sentiment category. It is 
evaluated through the subsequent condition (29), 

                           
                                                                                                 

(29) 

Here,  signifies the recall performance.  
 

4.2.4 F-measure 
 
The F-measure performance is evaluated by incorporating both precision and recall performances. 
The F-measure performance is computed through the expressed condition (30), 

                                                                                                                                   
(30) 

 
4.2.5 Error rate 
 
The error rate performance is computed based on the ratio of difference among the actual value 
and the predicted value. To illustrate the accuracy of the classifier, the error rate is computed. This 
performance measure is computed through the subsequent condition (31), 

               

                                                                                                                              
(31) 

Here,  signifies the error rate,  signifies the predicted data and  signifies the actual 
data.  

 
4.3 Performance Analysis 
 
In this section, the performance of the presented approach is examined with different existing 
methodologies. The accuracy performance comparison with different existing approaches is 
mentioned in table 3. Table 3 provides the accuracy performance comparison. This proved that the 
presented approach attains enhanced accuracy performance (97.2%) than the existing KL-NF (Kull 
back-LeiblerNeuro fuzzy) (89.93%) [28], SVM (support vector machine) (88.13%), Multi-class SVM 
(70.1%), LAN2FIS (logistic adaptive network depends on Neuro-fuzzy inference system) (89%), 
KNN (K-nearest neighbour) (67%), KNN+SVM (76%), DT (decision tree) (80%), SMO (sequential 

)()(

)(ˆ
iveive

ive
N FT

T
P

++

+

+
=¢¢

NP ¢¢ˆ

)()(

)(eR
iveive

ive
L FT

T

-+

+

+
=¢¢

LeR ¢¢

]ˆeR[
]ˆeR[

2
NL

NL

P
P

mF
¢¢+¢¢

¢¢´¢¢
´=¢¢

d

dd
rate A

AP
E

¢

¢-¢
=¢¢

rateE ¢¢ dP ¢ dA ¢

384 



Abhishek Kori, Jigyasu Dubey 
SENTIMENT ANALYSIS IN HINDI-ENGLISH CODE-MIXED TWITTER DATA 

RT&A, No 4 (71) 
Volume 17, December 2022 

 
minimal optimization) +DT (89.47%) methodologies [27]. Moreover, the graphical representation of 
the accuracy performance comparison is provided in figure 5. 

In figure 5, accuracy performance is compared with the different existing methodologies. 
From this illustration, the presented approach attains higher accuracy performance (97.2%) than 
the existing KL-NF (89.93) [28], SVM (88.13%), Multi-class SVM (70.1%), LAN2FIS (89%) [26], KNN 
(67%), KNN+SVM (76%), DT (80%), SMO+DT (89.47%) [27]. This proved that the presented 
approach provides a significant improvement in regards to accuracy than the existing approaches. 
The performance comparison on precision is mentioned in table 4. 
 

Table 3: Performance on accuracy 

Methodology Accuracy (%) 
KL-NF 89.93 
SVM 88.13 

Multi-class SVM 70.1 

LAN2FIS 89 
KNN 67 
KNN+SVM 76 
DT 80 
SMO+DT 89.47 
Proposed 97.2 

 
In table 4, the presented methodology performance on precision is portrayed. This 

representation depicts that the performance of the presented approach is attaining improved 
performance in precision (96.8%). The existing methodologies are attained only lesser precision 
values than the presented approach. Furthermore, the performance examination on precision is 
depicted in figure 6. 
 

 
 

Figure 5: Comparison examination on accuracy 
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Table 4: Performance comparison on precision 

Methodology Precision (%) 

KL-NF 93.67 

SVM 84.15 

Multi-class SVM 69.7 

LAN2FIS 88.12 

KNN 70.5 

KNN+SVM 68.45 
DT 81.4 

SMO+DT 91.6 

Proposed 96.8 

 
 

 
 

Figure 6: Comparison examination on precision 
 

In figure 6, the precision performance is compared with the already existing approaches. The 
presented approach attains improved precision performance than the existing methodologies. The 
precision performance of the presented approach is 96.8%, which is higher than the existing 
approaches like KL-NF (93.67%) [28], SVM (84.15%), Multi-class SVM (69.7%), LAN2FIS (88.12%), 
KNN (70.5%), KNN+SVM (68.45%), DT (81.4%), SMO+DT (91.6%) [27]. Then, the comparative 
analysis on recall performance is provided in table 5. 
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Table 5: Comparison analysis on recall 

Methodology Recall (%) 

KL-NF 93.01 

SVM 89.76 

Multi-class SVM 70.1 

LAN2FIS 89.96 

KNN 69.3 

KNN+SVM 68.14 

DT 81.4 

SMO+DT 89.5 

Proposed 96.5 

 
In table 5, recall performance analysis is compared. This demonstrates that the presented 

approach providesenhanced recall (96.5%) than the various existing techniques. This further 
proved the effectiveness of the presented approach in accurate sentiment classification on Hindi 
English mixed tweets. Moreover, the performance comparison on recall is portrayed in figure 7.  

 

 
Figure 7: Comparison examination on recall 

 
In figure 7, the performance comparison on recall is depicted. This proved that the developed 

approach attaining improved performance in regards to recall than the existing methodologies. 
The recall performance of the presented approach is 96.5%, which is significantly higher than the 
existing approaches like LAN2FIS (89.96%) [26], KL-NF (93.01%) [28], SVM (89.76%), KNN (69.3%), 
Multi-class SVM (70.1%), KNN+SVM (68.14%), SMO+DT (89.5%), DT (81.4%) [27]. Moreover, the 
comparison analysis of precision, F-measure and recall performances with varying feature 
extractions is given in table 6. 
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Table 6: Performance comparison based on feature extraction 

Techniques Recall (%) Precision (%) F-measure (%) 

Key word extraction with 
TF-IDF 

72.85 59.28 65.37 

Key word extraction with 
WF-TF-IDF 

85.57 69.47 76.68 

Proposed with MTF-IDF 96.5 96.8 97 

 
Table 7: Performance examination on Error rate 

Methodology 
Error rate 
(%) 

SVM 17.81 
Multi-class 
SVM 

29.12 

LAN2FIS 11 
Proposed 4.2 

 
In table 6, the performance comparison is provided by varying feature extractions. This 

proved that the presented approach provides improved performance with MTF-IDF feature 
extractionthan the existing TF-IDF and weight frequency based TF-IDF (WF-TF-IDF) [29]. The 
Comparison analysis on error rate is mentioned in table 7.  

Table 7 compares the error rate results to the existing schemes. Here, the presented approach 
attains a lesser error value (4.2%) than the existing approaches like SVM (17.81%), Multi-class SVM 
(29.12%), and LAN2FIS (11%) [26]. Lesser error value increases the accuracy level of the developed 
approach in accurate sentiment classification. Furthermore, the performance comparison on error 
rate is depicted in figure 8.  

 

 
Figure 8: Performance examination on the Error rate 

 
Figure 8 compares the error rate shown in sentiment classification using different approaches. 

The presented approach attains a lesser error rate, and it proves the efficiency of the presented 
approach in sentiment classification. The error rate of the presented approach is (4.2%), which is 
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significantly lesser than the different existing classifier approaches like SVM (17.81%), Multi-class 
SVM (29.12%), and LAN2FIS (11%) [26]. This demonstrates that the presented approach attains 
improved performance than the existing methodologies.Then the F-measure performance 
comparison is provided in table 8. 

  
Table 8: Comparison analysis on F-measure 

Methodology F-measure (%) 

KL-NF 93.33 

SVM 88.63 

Multi-class SVM 69.9 

LAN2FIS 89.03 

KNN 67.9 

KNN+SVM 77.56 

DT 80.95 

SMO+DT 96.3 

Proposed 97.0 

 
Table 8 compares the F-measure performance of the presented methodology with the 

different existing approaches. The F-measure of the presented approach is 97.0%, which is very 
much higher than the existing approaches. These performance evaluations are increasing the 
efficiency of the presented approach in sentiment classification. Furthermore, the performance 
comparisonon F-measure is depicted in figure 9.  

 

 
Figure 9: Performance examination on F-measure 

 
Figure 9 compares the F-Measure performance with the existing approaches. The attained F-

measure performance of the presented approach is 97.0%, which is significantly enhanced than the 
different existing methodologies like KL-NF (93.33) [28], SVM (88.63%), Multi-class SVM (69.9%), 
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LAN2FIS (89.03%) [26], KNN (67.9%), KNN+SVM (77.56%), DT (80.95%), SMO+DT (96.3%) [27]. 
Performancecomparisons are proved the effectiveness of the presented framework in sentiment 
classification.  

 
5. Conclusion 

 
This paper presented an effective classification of sentiments in Hindi-English mixed twitter data. 
At first, the input twitter data is pre-processed with Stemming, stop word removal, tokenization, 
and lemmatization processes. Subsequently, effective features like Glove feature, count vectors, 
Feature hashing, Modified term frequency-inverse document frequency, and Word2vector features 
are extracted for improved sentiment analysis. Then the extracted features are clustered by 
utilizing sentiment word embedding based agglomerative clustering. Lastly, a hybrid Bidirectional 
long short term memory-convolutional neural network (Hybrid BLSTM-CNN) is utilized for 
accurately categorizing the tweet sentiments into positive, negative and neutral. Here, the 
modified horse herd optimization (MHHO) approach is utilized to update the optimized weights 
in Hybrid BLSTM-CNN. The presented methodology effectively predicts the sentiments in Twitter 
data. The experimental results of the presented Hybrid BLSTM-CNN framework in sentiment 
analysis provided improved performance than the different existing approaches in regards to 
accuracy (97.2%), precision (96.8), Error rate (4.2%), recall (96.5%), and F-measure (97.0%).  
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