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Abstract

In this article, classical and Bayes interval estimation procedures have been discussed for the reliability
characteristics, namely mean time to system failure, reliability function, and hazard function for the
power Lindley model and its special case. In the classical part, maximum likelihood estimation, maximum
product spacing estimation are discussed to estimate the reliability characteristics. Since the computation
of the exact confidence intervals for the reliability characteristics is not directly possible, then, using the
large sample theory, the asymptotic confidence interval is constructed using the above-mentioned classical
estimation methods. Further, the bootstrap (standard-boot, percentile-boot, students t-boot) confidence
intervals are also obtained. Next, Bayes estimators are derived with a gamma prior using squared
error loss function and linex loss function. The Bayes credible intervals for the same characteristics are
constructed using simulated posterior samples. The obtained estimators are evaluated by the Monte Carlo
simulation study in terms of mean square error, average width, and coverage probabilities. A real-life
example has also been illustrated for the application purpose.
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Kolmogrov Smirnov s-boot : Standard bootstrap
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1. INTRODUCTION

The study of the reliability characteristics, MTSF and RF, HF having great importance to study
the aging pattern of any lifetime phenomenon. The aging pattern of lifetime products are varying
in nature and hence modeled by suitable probability distribution. In this context, exponential
distribution is the most exploited model to describe the inherent characteristics of the data.
Although, its uses are restricted to the constant failure rate data. Alternatively, one parameter LD
is also a good choice to analyze several survival/reliability data. The latter model received more
consideration of several researchers because LD having IFR. LD was proposed by [14] as a counter
example of fiducial statistics. The LD has been extensively used by several researchers to draw the
inferences for the parameters using complete and censored information. For reference, the readers
may be see in [1], [10], [13], [17] & [18] and the cited references therein. Let a random variable Y
follow LD with parameter B, then the variable X = Y'/% has the PLD. PLD was proposed by [9].
The PDEF, CDF of PLD are, respectively, given by;

fx, 0, B) = (1“_625) (14 x*)x* e P ;x>0,a,>0 1)
F(x,a,B) =1— (1 + 1fﬁx“> e P )

where, x € R, a(> 0) is the shape parameter and B(> 0) is the scale parameter. The parameter
« involves the additional flexibility in terms of hazard rate as it has IFR for « > 1 and DFR for
« < 1. PLD has been extensively used for estimation and prediction purpose and possesses all
similar property as LD for a = 1.

The theory of classical point estimation is based on the MLE because it assumes all optimum
property such as consistency, sufficiency, efficiency, etc but sometimes it leads absurd result,
especially for J-shaped distribution or unbounded range of distribution. Therefore, in such
cases the MPSE might be better alternative. Moreover, the MLE required joint density function
and MPSE required product spacing function. Whereas, the Bayes point estimation theory
combines prior information and sample information supplied by likelihood function. Hence,
Bayes paradigm involves the updating form of likelihood function. An important element, in
Bayes estimation theory, is the loss function. The most popular one is SELF, which can be easily
justified on grounds of minimum variance-unbiased estimation theory. However, the weakness of
this loss function is that it is symmetric and provides an equal weight to the overestimation and
underestimation of the same magnitude. But, in some real-life situation, specially in reliability
analysis overestimation can lead to more severe or less severe consequences than underestimation,
or vice versa. Thus, the use of asymmetric loss function is recommended. Also, use of symmetric
loss function may be inappropriate as has been recognized by [4] and [22]. Thus, a number of
asymmetric loss functions are available in literature, and one of the most widely used asymmetric
loss function is the Linex loss function, originally proposed by [22] and popularized by [23]
which has been found to be appropriate in the situation where overestimation is more serious
than underestimation or vice-versa. Let, § be the estimate of the parameter § and A = (§ — 6)
defines the deviation between estimated and true value of 6. The linex loss function (LLF) may be
expressed as;

L(A) (elPA—q;A—l); P #£0 3)

where ¢ is the loss parameter which reflects the direction and degree of asymmetry. The loss
parameter ¢ allows different shapes of this loss function. If > 0, then the linex loss function is
quite asymmetric about zero with overestimation being more costly than underestimation and
vice-versa. For 1 closes to zero, then this loss function is approximately squared error loss and
therefore almost symmetric. Several authors have used this loss function in various estimation
and prediction problems.
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The focus of this paper is to consider the classical and Bayesian interval estimation of the MTSE,
RF and HF for the PLD and its special case LD, and to develop a guideline for choosing the best
estimation method that gives better estimates and Cls for RC, which would be of deep interest to
applied statisticians/engineers. In classical estimation MLE and MPSE have been discussed for
the estimation of the reliability characteristics. The Bayes estimators are derived under gamma
informative prior using SELF and LLEF. It is observed that the posterior expectation are turned in
implicit form. Therefore, MCMC technique has been used to obtain the Bayes estimates based on
posterior samples. Besides, ACIs using MLE and MPSE and Bayes credible/HPD are discussed.
Further, different BCIs namely, standard bootstrap (s-boot), percentile bootstrap (p-boot) and
student t-bootstrap (t-boot) of the reliability characteristics are proposed. To the best of our
knowledge, no attempt has been made to study the aforementioned estimators, as well as Cls
based on reliability characteristics for the PLD. The present work aims to fill this gap.

Evaluation of the different confidence intervals for the parameters as well RC associated with
any lifetime distribution have great advantages in different fields e.g. engineering, industry,
clinical trial study to predict the possible values of the lower and upper bound to achieve
some standard benchmark. For example, in reliability theory several applications may be
found in measuring stress level applied on a particular system. Minimum/maximum value
of the stress level beyond the certain range of stress-level affects the working mode of the
system/equipment. Further, the same may be seen in case of power supply in any electronic
device, the minimum/maximum power supply beyond the specified limits leads the fail to
functioning the electric circuit. Similarly, in industry, the experimenter may be interested to
predict the quality of goods between certain limits. If the quality of lots lies in that interval
then the practitioner may be interested to send/accept the lot in market otherwise reject the
lot. Acceptance/rejection of the lot may lead certain level of confidence coefficient. Further, in
context of the survival analysis, cancer patients are treated with drug with specified limit of
doses, if a particular patient does not receive certain amount of drug/doses would causes the
death of the patient. Motivated with this fact and variety of application of the confidence interval,
several confidence intervals estimation for the RC have been proposed and studied for LD and
PLD. Since, exact classical CIs for the considered characteristics can not be obtained because of
unavailability of exact pivotal quantity, therefore, the asymptotic and bootstrap approaches have
been employed to overcome the same difficulties. The similar difficulty has been encountered
with the construction of Bayes interval. Therefore, the approximate Bayes interval has been
constructed for RC based on generated posterior samples. The underlying RC for PLD are listed
as follows;

® MTSF: The mean time to system failure is the simply mean of the PLD is given by;

(a+ap+1)T (1) “
= 4
4264 (14 p)
* REF: It is the probability that the system performs beyond the certain time t, for PLD it is
given as
_ ﬁ o\ —ptt

R(t) = (1 1+‘Bt e )

e HF: The instantaneous failure of any system is defined by its HF

2 1 tac tD(*l

wn = L0 ©

(1+ B+ pt*)

The RC for the LD can be obtained by putting « = 1 in the above expressions, respectively.
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The reminder of the paper is organized as follows: Section 2, describes different methods of
classical estimation. The problem of ACIs based on MLEs and MPSEs are discussed in Section
of 3. The BClIs for RC are described in Section 4. Bayes estimation procedure along with Bayes
computation technique have been discussed in Section 5. Section 6 presents the comparison
among the classical and Bayes estimators using Monte Carlo simulations. A real-life data set has
been used for illustrative purpose in Section 7. Lastly, Section 8 concludes the findings of the
considered study.

2. CLASSICAL METHODS OF ESTIMATION

2.1. Maximum likelihood estimation

In this section, we consider the classical estimation of the RC discussed in previous section. For
this purpose, first we obtain the MLE of the parameters and then the MLE of the RC can be
constructed by using invaraince property. Let X1, Xo, - - - , X, are the 7 iid units from the Equation
put on a life test. The log-likelihood function (In(«, B|x) = L) based on all n observations is

L =nln(a) 4+ 2nIn(B) — nin(1 + B) ,BZx +Eln (1+x¥) (a—l)ilnxi (7)

The MLEs of the parameters «, § are obtained by solving the derivatives of L w. r. t. « and S
respectively. Let &, Bn be the MLEs of the parameters then the MLEs of the RC are obtained as

T)

_ (&) Gt b+ ) R(t)n = B i ) =P, i), = P (1 )00
A% 7 7 m — 1 ~|»IB +‘Bt&m
&3, B (1+ Pm) " (8)

2.2, Maximum product spacing estimation

The maximum product spacing method is introduced by [5], [6] as an alternative to MLE for the
estimation of the unknown parameters of continuous univariate distributions. The maximum
product spacing method was also derived independently by [15] as an approximation to the
Kullback-Leibler measure of information. To motivate our choice, [6] proved that this method is
as efficient as the MLEs and consistent under more general conditions.

Let us define the spacing function as the difference of the two consecutive CDFs

Dy = Flx) = Flxgon) = (14 7ot ) P = (1o gt et )
such that }D; =1,

MPSE method chooses &, 8 which maximizes the geometric mean of the spacing defined in

equation (9) 1
n+1 n+1
i=1

The equation (10) defines the alternative likelihood function using spacing. The MPS estimates
can be obtained with the help of above equation by maximizing w.r.t. the parameters using
iterative procedure. Once MPSE of the parameters say &y, ,3,, are obtained, the MPSE of the
reliability characteristics are obtained by simply using the invariance property.

L) (& i B 5 Ao B2 by \ pip—1
P(&) Goribry) o <1+ Pr. W) oot ey, = T Pp O
1+ B, ’ 1+ B, + ptir

(11)
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respectively.

3. ASYMPTOTIC CONFIDENCE INTERVALS FOR RC

3.1. ACIs using the usual likelihood function

In most of the two parameter lifetime distributions the construction of exact confidence intervals
(CIs) usually is not an easy task due to implicit form of the MLEs. Therefore, 100(1 — 7)% ACIs
may be considered based on asymptotic distribution of MLEs. It is noted that /1 (@ — ®) ~
AN(0,1(©)), where ® = (&, 8) and O is the estimate of ®. Hence, for this purpose the Fisher
Information matrix is computed as;

o
A da? ondf

I(&,6) =E (12)
P o

C0pax B/ (ap)

where;

0°L n L ) . x%(Inx;)? X% n n )
G = L L M (1 - —I—Ix;?‘) F2 g L xf () {(a = 1)

1

L L ¢
S =) xflnx,
i=1

B 9’L _—2n n
oxdB  0Boa

—_— = _l’_ _—
o> B (1+p)7
All the above derivatives are evaluated at (&, ). The above matrix given in equation (17) can
be inverted to obtain the estimate of the asymptotic variance- covariance matrix of the MLEs
and diagonal elements of I~1(&, ) provides asymptotic variance of « and f respectively. Then
using large sample theory, two sided 100(1 — 7)% approximate confidence interval for «, § is

constructed as
R+Zy gyfoar(d), BEZ; 14/ var(p).

Since, the MLEs of the RC’s are constructed easily by applying invariance property of MLE but
at the same time similar difficulties arise in construction of CIs for RCs, because no explicit
distributions are available for the RCs. As we have seen from previous equations, RCs are the
function of parameters «, . Hence, the intervals for i, R(t) and H(t) are constructed by applying
the concept of A-method. The A-method is a general approach for computing confidence intervals
for functions of maximum likelihood estimates. Let g(®) is any function of © such that it is
differentiable w.r.t. the parameter(s), then

Vi (8(©) —g(©)) ~ AN(0,03 g'(0)?)

CI for u:

For large sample, it may verified that,
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w eplaep L «

o Tila+ap+1) [ 1 1+ 2 logp
o2 a+afp+1 a a2

alzl"%(zx—i-zxﬁ—kl) { bt _1_1}
9B a2Bi(14+p) Llatap+1l af 1+p

0% and ?Té are the variances of the parameter «,  respectively. The 100(1 — 7)% CIs for the y is

fim & z%,/a}%

given by,

CI for R(t):
Similarly, for reliability function R(t),

S)

R(t)

where, variance of R(t)(c3,, ) is given as;

R(t)

oR(t) B ..\ _pe N Bt* logt
alx_(1+1+ﬁt)e pt [ﬁt 10gt+1—0—ﬁ+,5t“:|

OR(H) _ [ WV t*
o = (L) [ e
The 100(1 — 7)% ClIs for the R(t) is given by,

CI for h(t): Similarly for hazard rate;
NAUGEI0)
2
Yl

is given as;

~ AN(0,1)

where, variance of h(t), o2

h(t)

oh(t)  wap?(1+t%)te! [1 t”‘logt+lo L ,Bt“logt} on(t)  ap* (141 2, 1+t
o (A+p+p) La Twee BT T pE] op T (4B BT 1HBHPE
The 100(1 — 7)% Cls for the h(t) is given by,
7 2
h(t)m + Z% Ufz(t)
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3.2. AClIs using spacing function

In this section, we have obtained the asymptotic confidence intervals using MPSE. As it was
mentioned by [6] that the MPS method has the similar properties as MLE and is asymptotically
equivalent. Estimation using MPSE has been also discussed by [19] and they showed mathemati-
cally that 8yps = Opr + o(n*%) i.e. (the asymptotic or bootstrap inference around parameters
based on MPSE may be carried out by utilizing the ML asymptotic). Utilizing the same concept, as
MPSEs do not yield closed form of the estimators, hence the ACls using MPSE for the parameters
have been constructed. Let I (&, B) be the observed Fishers information matrix and is defined as

gy = [ 0
I (Oép, ‘Bp) = [ , //'B‘| (13)
(@ B)

The elements of the above matrix are given below

1"

, 2
;1 [P B p) = (Fx,a,p))

G oa = n+1 F(xl,zx,,B)z
1 [ {F(xi,a,B) — F(xi-1,a,B)} {F:“(xi,a,ﬁ) - Fla(xifl’“’ﬁ)}
n+1 i— {F(xi/ &, ,B) - P(xi_1,oc, .B)}Z

1 [{Bwep-Eeaap) | 1 [0 P ) B ) + R ap))
ntl | {F(x,ap) ~ F(xiap))’ | nH1 {1 F(xna,p))’

Similarly, the second derivative of the function G with respect to  is given by,

" B 1 F<X1,“,ﬁ>Fgﬁ(X1,DC,‘B) _ (F;;<x1,ﬂélﬁ>)2
F(xl,oc,ﬁ)z

1 [ (FGiap) — Flxio,w B)) { Fag(xivw B) — Biglxin,a)}
n+1 =2 {F(X,’,OC, ,3) - F(xifl/“/ ;B)}z

» [{B@aep -Baawp) | 1 [0 Fa ) By ) + {Fyana )}
1| (F(x,aB) — F(ya Byt | nF1 {1- F(xu 0 p)}?

and the second derivative of the function G with respect to «, f is given as:

A F(x1,a, AB)F;/ﬁ(xl’“’ﬁ) B F;(xl’“"B)Fé(xlla"B)
g“lg_gﬁ“_m—i—l F(xl,a,ﬁ)z
.\ 1 [ 0 {F(xj,a,B) — F(xi_1,a,B)} {Fgﬁ(xi'“'ﬁ) - Ft:ﬁ(xi_l’a"g)}
m—+1 = {F(xi,tx,,B) —F(xiflr“fﬁ)}z

/

1 {Folz(xi/ a,B) — F;(xiq,“/ﬁ)} {F/g(xir aB) — F;;(xipﬂé,ﬁ)}]

omAl {F(xi,a,B) ~ F(xi1,0, )’
1 [0 P, B)} Fug o, B) + { Faom,, B) | { B (im0 B) }
m+l {1 F(xm 2, B)Y°
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where,
’ " &, ;
Fa(xif“/ﬁ) = - (1 + 1_.'8_/39(?) e P l:_ﬁx;'x log x; + M] ’
"o g E/(x;, &, B) ' B(1+ B) x¥ log x; B x¥ log x;
Flan ) = (0 ) |~ el ogi+ T+ p+pxT1 1+5+/3x;"}
e _ .B a\ =Bt | x?c
Fp(xi e p) = (H 1+/3x’>e [ it (1+,B)(1+/5+/3xf‘)]

" , Fy(xi, o, B) 24 x4+ 28+ 2B x% 1 1+ x%
. _ . B B i i o B i
Fgp(xi 0, B) = Fg(xi, 2, p) [1—F(x,«,oc,,8) A+B)1+B+px)+1 1+p 1+p+px

!
Fy (xi,0,B) = — Tg L2 2p2p 1 1w
Ba 1—F(x,a,B)  (1+B)A+B+px)+1 1+B 1+B+px?

Thus, we can obtain an estimator of the information matrix as I(&, ), where a=&), and B=p p are
the MPS estimator of the parameters and V(&) and V() are the diagonal elements of I~'(&, )
which denotes the variance and covariance matrix. The approximate (1 — 7)100% confidence

intervals for the parameters a and p is, therefore, given as, & + Z\/V(&) and p 4 Z1/ V()
respectively, where Z is the upper (7) percentile of standard normal distribution. The interval
estimate of RC using MPSE can be constructed in same way as discussed in previous subsection.

4. BOOTSTRAP CONFIDENCE INTERVAL

The confidence regions of parameters of a distribution have been determined using aspects of the
distribution of the data. In particular, these regions have often been specified by appealing to the
central limit theorem and normal approximations. The notion behind bootstrap techniques begins
with the concession that the information about the source of the data is insufficient to perform
the analysis to produce the necessary description of the distribution of the estimator. Thus, in
this section, we considered an alternative procedure to usual method of Cls called as bootstrap
method. The bootstrap method of finding confidence interval of parameters of a distribution is a
most efficient sampling and re-sampling procedures without need of pivotal quantity, for more
detail see, [7-8], [11]. Here, we discuss the different types of bootstrap confidence interval (BCIs),
namely standard bootstrap (s-boot), percentile boot (p-boot) and students t-bootstrap (t-boot).
The following steps may be used to construct the 95% BCI’s.

1. Specify the value of sample size n and model parameters «, .
. Generate a sample x1, xp, - - - , X, from equation

. Compute MLE &, f of «, B using xq,x2, - -, Xp.

= W N

. Again generate bootstrap samples x, x5, - - - , x;; from equation (1) using &, B as a population
value and then compute MLE of RC p = [, R(t), (t)].

5. Repeat step 2-3, B times and simulate p7;i =1,2,---,B.
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4.1. s-boot

Let p* and ¢;; be the sample mean and sample standard deviation of p*,i = 1,2, -+, B.

respectively. Thus, 100(1 — 7)% s-boot confidence interval for p is given by

[AS AS

oL, 0ul € (0" — Zej20, P" + Zey2.0,]

42. p-boot

Let 0*(%) be the é-percentile of (0*.; i =1,2,---,B) and $*©) is such that
P P O (i) P

1

B
Y I(pp <pr) =6 :0<s<1

4.3. t-boot
The students t-bootstrap confidence interval is obtained by the following additional steps;
* Generate again bootstrap sample x7*, x3*, x;;* of size n from equation (1) using p*.

¢ Compute MLE of p say p**.

* Calculate 0" =/ § £, (47" — p**)? where p** = } T2, p;*

Ak ok

P

_p**

e Compute the statistic T = e The 100(1 — p)% t-boot confidence interval for p is

given by
(pi, pfl) c <p** _ TT/ZO_;*, p** + TT/2 0‘;*)

To study the different CIs, we consider their estimated WV and C. For each of the considered
methods, the average width of the BCIs is computed based on the B different trials. The
average width and coverage probability are given by

LUzl o #l<p<l)
B ! B
where L and U are the 100(1 — 7)% CI based on B replicates.

W:

5. BAYESIAN ESTIMATION AND CREDIBLE INTERVAL

In this section, the Bayes estimators of the RC have been derived under gamma priors and
different loss function as mentioned in Section 1. Let X = (X1, Xy, X3, ..., X») be the random
observations of size n from (). Since, Bayes paradigm combines sample information with prior
distribution and provide the updated distribution, termed as posterior distribution, hence, the
posterior distribution is derived and the respective Bayes estimates are computed under SELF
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and LLF. For review of the parametric inference on Bayesian paradigm one may see, [16], [18],
[20] etc. Let us consider the priors for «,  are;

m(a) ccale 0 7y (B) o B lem P

Since, the considered priors are independent and flexible in nature, hence the joint prior 7t(«, B)
of (a, B) is given by;
N(Dc,ﬁ) . aa—le—bzxﬁc—le—dﬁ (14)

where 4,b,c and d are the hyper-parameters, assuming to be known and positive. The prior
defined in the equation above accommodates the different shapes of other distributions which
depends over the values of hyper-parameters. Jeffrey’s non-informative prior is also a particular
case of the above prior and obtained by assuming a,b,c,d — 0, given by

mt(a, B) o 0(1,8; «,p>0

Although, the prior defined above is improper in nature but the resulting posterior always remains
proper. The joint posterior distribution is obtained as

P, Blx) o &2 (14 B) M exp {—ba —dp-pY

i=1

}ﬁ{(lﬂ?‘)x?‘l} (15)

i=1
The Bayes estimators of the RC under SELF is the posterior mean and is given by
Oy = Ep(O]x) (16)

where

Ep(®|¥> — k1! / / @an+a71ﬁ2n+cfl(1 + ﬁ)*” exp {—btx — dﬁ — ﬁ ix?} lﬂll: { (1 + xf‘)x?‘*l} dua dﬁ
a=0 =0 = =
17)

SELF is the most popular and most widely used symmetric loss function, although sometimes in
reliability inference SELF does not provide more accurate result due to over and under estimation.
The details of LLF is given in Section 1. The Bayes estimates of the considered characteristics
under the LLF is obtained by using the following expression.

A 1 _
O = —ilog (Ep [e ¢’®|£D (18)
provided that the expectation Ej, [e_¢®|x} exists and is finite, where © = [, B, 4, R(t), h(t)] and

E, [e””@\ﬂ =K' / / Qmramlg2nte(1 4 B) M exp {wa —dp— ﬁix? - w@} x ﬁ{(l +x9)x¢7 1} dadp. (19)
i=1 i=1

a=0 =0

5.1. Bayes computation via Markov Chain Monte Carlo method

From the previous section, It has been observed that the form of Bayes estimators can not
be solved analytically. The evaluation of the posterior expectation will be complicated and it
will be the ratio of two intractable integrals. In such situations, Markov Chain Monte Carlo
(MCMC) technique can be effectively used to generate sample from full conditional posterior
distributions. For more detail about MCMC method see, [12], [20], [21]. Thus concept of Gibbs
under Metropolis-Hastings (M-H) sampling procedure has been utilized to generate sample from
the posterior density function (22) under the assumption that parameters « and § has independent
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gamma priors with hyper-parameters (4, b) and (c, d) respectively. To implement Gibbs under
M-H algorithm the full conditional posterior densities of « and p are given by;

p1(a|B, x) o qntalp—be exp {—bzx -B i xf‘} ﬁ {(l + xf‘)x;"*l} (20)
i=1 ‘

=1

p2(Bla, x) o< B (1 4 B) " exp {—dﬁ —p i X?} (1)
i=1

The following steps are taken to generate posterior samples from full conditional distribution.
e Start with j = 1 and initial values (ag, Bo)

¢ Using M-H algorithm generate posterior sample for « and B from (25) and (26) respectively,
where asymptotic normal distribution of full conditional densities are considered as a
proposal.

* Repeatstep 2, forall j =1,2,3,---,N and obtained (a1, 81), (2, B2), ..-(an, BN)

e Generate the sequence of y, R(t) and h(t) for specified t by plugin the sequences of
(a]rﬁ])/] = 1/2/ e /N/ as

Wi, U2, N, RI/RZI"'rRN, hlth/"'/hN

* The Bayes estimates of the RC under SELF are given by

A 1 N 5 1§ j Ly
i A YT L L e o VP P

¢ The Bayes estimates under LLF are obtained as;
1y = —tog [ S exp(—pmy) ), R(Ey = 2 log [ 1 T exp(—pR)) ), ity = —~log [ —— 3" exp(—yh)
fuf = m g N-N & P(—4u;) |, F="y g NN & p(—¢R;) |, F="y g N-N & p(—9h;) |,

respectively. Ny is the burn in period of Markov Chain.

5.2. HPD credible interval

After extracting the posterior samples we can easily construct the HPD credible intervals for &« and
B, see [3]. Therefore for this purpose order a1, ay, ..., an as a1 < &y < ... < an and By, B2, ..., BN as
B1 < B2 < ... < Bn- Then 100(1 — T)% credible intervals of « and p are

(a1, a(n(1—7)])s s (@[N], an)and (B, Bin(1—)])s -+ (BN} BN)

Using the sequence of y, R(t) and h(t) the 100(1 — 7)% credible intervals for RC can be constructed
by proceeding in similar way. Here [x]| denotes the greatest integer less than or equal to x. Then,
the HPD credible interval is that interval which has the shortest length.

6. COMPARISON OF ESTIMATORS BY A SIMULATION STUDY

In this section, we carry out a simulation study to assess the performance of the proposed point
(classical & Bayesian) and interval estimates (AICs, BCIs & HPD) for PLD and in particular for
Lindley distribution. To perform simulation study, a set of sample sizes n = 10, 20, 30,50, 100
with different parametric combinations («, 8) = (0.75,0.85), (1,0.75), (2.5,1.5), (2,2.5) &(3.5,2)
are taken. Since, the PLD reduces to LD when a = 1, therefore the choice («, ) = (1,0.75) among
the considered choices corresponds the result for LD. In classical setup, the MLE, MPSE of u,
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R(t) and h(t) have been computed for specified t = 0.75. The ACIs based on MLEs and MPSEs
are constructed for the considered characteristics. Also, for each design, B = 1,000 bootstrap
samples with each of size n are drawn from the original sample and BClIs are constructed based
on replicated K = 3000 times. Next, we discussed the Bayesian estimation procedure for the
estimation of the same characteristics using MCMC technique and construct HPD credible interval
based on generated posterior samples. The Bayes estimates are reported under informative gamma
prior and non-informative prior using SELF and LLF. For LLF, the choices of loss parameter ¢ are
taken as (—2,1.5). The negative/positive choices of i indicated the departure from symmetry.
Average mean square error (MSEs) of the RC for each set up are reported in Tables 4-6. In all
the simulation Tables, (e);, (8), denote the estimates obtained via MLE, MPSE and (e)f, (®);f1,
(®)1f1 denote the Bayes estimates obtained under SELF and LLF (¢ = —2,9 = —1.5) respectively.
Tables 4-6 describe the average estimates and MSEs for MTSF, RF and HF obtained via different
classical methods of estimation and Bayes estimation method, respectively. Form this simulation
study it is noted that the MSEs of the classical estimates obtained through MLE and MPSE
methods are very close to each other and more or less similar to the MSEs of the Bayes estimates
obtained under non-informative prior. However, the Bayes estimates under informative prior
information provide better results in terms of MSE than classical estimates and Bayes estimates
with non-informative prior. The MSEs of all the proposed estimates ensure the property of
consistency through increasing sample size, also the MSEs of the Bayes estimators under SELF
and Bayes estimates under LLF are almost same and the significance differences are very small
for all the considered choices of parameters and sample sizes.

The estimated average widths (JV) and coverage probabilities (C) of 95% AClIs based on
MLE and MPSE, different BCIs and HPDIs of the RC are reported in Tables 7-9. We observe
that as the sample size increases, the average widths decreases in all the cases as expected. The
width of the Bayes interval is less as compared to the width of ACIs and BClIs. In comparison
of ACIs and BClIs, the width of BCls are lesser and boot-p perform better. Consequently, the
smaller width affects the coverage probability. All simulations were performed using programs
written in the open source statistical package R. Moreover, among the three methods of BCls, the
average width of p-boot is minimum in most of the cases and the average widths follows the
order p-boot < s-boot < t-boot for all the considered variations of the sample size and model
parameters. Therefore, we conclude that p-boot shows overall better performance of the BCls for
PLD.

7. REAL DATA ANALYSIS

In this section, a real-life data set has been considered to show the applicability of proposed
study. The data set is reported by [2] which represents the strength measurements in GPA, for
single carbon fibers and impregnated 1000-carbon fiber tows. The data set is given below; The
average strength of single carbon fiber is 1.451 with standard deviation 0.495. The summary of
the data set is presented via box plot in Figure 1, and noted that the median and mean of the data
are very close to each other. However, the quartiles are equidistance from median value which
indicates the symmetricity of the data. The fitting of the PLD for the above data set is checked
by different model selection tools and compared with most popular two parametric probability
distributions namely, Weibull distribution (WD), gamma distribution (GD), normal distribution
(ND), logistic distribution (LGD) and generalized exponential distribution (GED). The considered
selcetion tools are: negative of log-likelihood —L, Akaike information criterion (AIC) [AIC=-2
L+2k], Bayesian information criterion (BIC) [BIC=-2 L + klog 1], Kolmogrov-Smirnov (KS) test
[KS=Supx|F:(x) — F(x)|]. The model would be taken as best with least value of these measures.
The values of the considered measures along with the p—value are given in Table 1, and observed
that PLD has least values of —L, AIC, BIC, KS with higher p-value. Further, the estimated density
with histogram and empirical cumulative distribution function plots for the different models are
displayed in Figure 2 and Figure 3, respectively. From these Figures, it may be easily verified that
the PLD might be a better choice as compared to other considered probability distributions.
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Figure 1: Summary of the data via box plot.

Table 1: Values of different tools for model selection.

Model | MLE -LogL AIC BIC KS P-VALUE

PLD | 4=2.6959 | -48.6797 | 101.3594 | 105.8276 | 0.04054 | 0.9999
B=0.4864

WD 4=3.2487 | -49.00054 | 102.0011 | 106.4693 | 0.043752 | 0.9994
h=1.0171

GD 2=6.9968 | -53.08266 | 110.1653 | 114.6335 | 0.0884 0.6536
B=4.8209

ND 1=1.4513 | -48.90256 | 101.8051 | 106.2733 | 0.037603 | 0.9992
0=0.4915

LGD | 1=1.4533 | -49.40943 | 102.8189 | 107.2871 | 0.047889 | 0.9974
$=0.2796

GED | 4=8.8283 | -56.66857 | 117.3371 | 121.8054 | 0.11192 | 0.3531
A=1.8965

The classical estimates (MLEs, MPSE) of the RC, u, R(t) and h(t) are computed for arbitrarily
chosen t = 1.5. Since in case of real-life data set no any prior information is available, thus one
may use most suited non-informative prior which may be proper or improper but it leads proper
posterior. Here, we have taken the same non-informative prior where losses are SELF and LLF.
The Bayes estimates are calculated under non-informative prior using MCMC method, reported
in Table 2. In order to perform Bayes computation using MCMC method, well mixing of the chain
has been checked via tuning of the variance of the MLE. To achieve stationarity of the Markov
Chain, (Nyp = 500) samples (burn in period) are discarded out of 12000 generated posterior
deviates. It has been verified that the generated posterior samples are well mixed and assume the
stationary property. Further, different interval estimates namely ACls, BCIs and HPD credible are
constructed for the same characteristics, given in Table 3. From Table 3, it is clearly visible that
the width of the interval obeys the pattern Wy, ~ Wy > Ws_poot > Wy_poot & Wi oot > Whayes-

Table 2: Estimates of the RC for t = 1.5 of the considered data set.

RC O, 6, Oy 065 Op
u 14519 14488 14563 14586 1.4546
R(t) 04632 04752 04673 04647 0.4647
h(t) 17200 17236 17121 17520 1.6840
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Table 3: Width of the interval of RC for the considered data set when t = 1.5.

MLE MPSE s-boot p-boot t-boot HPD

RC )4% )4% )4% )44 4% 4%
U 0.4149 04147 02318 0.2242 0.2269 0.1860
R(t) 0.3346 0.3426 0.0906 0.0846 0.0798 0.0532
h(t) 1.8786 1.8626 0.3030 0.3000 0.3221 0.1843

ecdf(x)
Histogram of x o |
G.EXPONENTIAL © G.EXPONENTIAL
© B —— GAMMA S —— GAMMA
- —— NORMAL —— NORMAL

LOGISTIC
— LOGISTIC
© POWER LINDLEY o | POWER LINDLEY
S __ WEIBULL
X
Z =
z £,
8 24 3
o
S \ S
i T T T T T
T T T T T T 1
0.0 0.5 1.0 15 20 2.5 3.0 05 1.0 15 20 25
x x

Figure 2: Estimated density and ECDF plots based on considered data.
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Table 4: Average MSEs of the classical and Bayes estimators of MTSF and RF.

" Classical estimators Bayes(informative) Bayes (non-informative)
fim fip fisf flin flifa flsf flif flifa

10 0.8280 0.8472 0.6872 0.6972 0.6197 0.6964 0.6988 0.6269
20 0.5430 0.6847 0.5356  0.4203 0.3421 0.5739 0.6125 0.3905
30 2.5445 0.3997 0.4273 0.3416  0.3611 0.2436 0.3434 0.3499 0.2500
50 0.2170 0.2123 0.1856 0.1914 0.1561 0.2016 0.3007 0.1644
100 0.0917 0.0940 0.0851 0.0903 0.0773 0.0915 0.1152 0.0840
10 0.5299 0.5285 0.4791 04136 0.3923 0.5175 0.4658 0.2759
20 0.1858 0.2002 0.1813 0.1282 0.1502 0.1946 0.2113  0.1551
30 2.0952 0.1053 0.1230 0.1262 0.1249 0.1094 0.1228 0.2076  0.1389
50 0.0700 0.0780 0.0723 0.0886 0.0661 0.0742 0.0921 0.0674
100 0.0304 0.0313 0.0310 0.0340 0.0298 0.0350 0.0390 0.0331
10 0.0213 0.0233 0.0175 0.0209 0.0167 0.0234 0.0214 0.0221
20 0.0101 0.0109 0.0096 0.0100 0.0094 0.0103 0.0107 0.0100
30 0.6951 0.0068 0.0066 0.0062 0.0064 0.0062 0.0070 0.0072 0.0069
50 0.0040 0.0042 0.0037 0.0037 0.0036 0.0041 0.0042 0.0041
100 0.0020 0.0020 0.0020 0.0020 0.0020 0.0022 0.0022 0.0021
10 0.0089 0.0086 0.0081 0.0083 0.0080 0.0104 0.0323 0.0103
20 0.0045 0.0044 0.0042 0.0042 0.0042 0.0049 0.0049 0.0049
30 0.7621 0.0033 0.0033 0.0030 0.0030 0.0030 0.0031 0.0031 0.0031
50 0.0022 0.0021 0.0020 0.0020 0.0020 0.0022 0.0022 0.0021
100 0.0010 0.0010 0.0009 0.0009 0.0009 0.0010 0.0011 0.0010
10 0.0091 0.0087 0.0083 0.0085 0.0082 0.0100 0.0102 0.0100
20 0.0045 0.0043 0.0043 0.0043 0.0043 0.0045 0.0046 0.0045
30 0.8841 0.0034 0.0033 0.0030 0.0030 0.0030 0.0032 0.0033 0.0032
50 0.0017 0.0018 0.0016 0.0016 0.0016 0.0020 0.0020 0.0020
100 0.0010 0.0009 0.0009 0.0009 0.0009 0.0009 0.0009 0.0009
" R(1) Classical estimators Bayes(informative) Bayes (non-informative)

R(#)m R(t)p R(t)ss  R(H)ig R(B)ipa R(t)sy  R(t)ipr  R(Hip

10 0.0143 0.0143 0.0136  0.0134 0.0138 0.0144 0.0142 0.0147
20 0.0080 0.0074 0.0069 0.0069 0.0069 0.0079 0.0079  0.0080
30 0.6907 0.0051 0.0049 0.0045 0.0045 0.0046 0.0052 0.0052 0.0053
50 0.0031 0.0033 0.0029 0.0029 0.0032 0.0031 0.0031 0.0031
100 0.0015 0.0015 0.0014 0.0014 0.0014 0.0015 0.0015 0.0015
10 0.0119 0.0116 0.0114 0.0111 0.0116 0.0120 0.0117 0.0122
20 0.0066 0.0068 0.0063 0.0062 0.0064 0.0064 0.0063 0.0064
30 0.7529 0.0045 0.0047 0.0043 0.0042 0.0043 0.0044 0.0045 0.0047
50 0.0027 0.0028 0.0025 0.0025 0.0025 0.0027 0.0027 0.0027
100 0.0013 0.0013 0.0012 0.0012 0.0012 0.0013 0.0013  0.0013
10 0.0190 0.0128 0.0135 0.0137 0.0134 0.0196 0.0199 0.0194
20 0.0089 0.0088 0.0076 0.0077 0.0076 0.0082 0.0082 0.0081
30 0.3909 0.0052 0.0054 0.0051 0.0051 0.0051 0.0053 0.0056 0.0055
50 0.0033 0.0029 0.0028 0.0027 0.0028 0.0033 0.0033 0.0033
100 0.0016 0.0015 0.0016 0.0016 0.0016 0.0017 0.0017 0.0017
10 0.0182 0.0123 0.0133 0.0134 0.0133 0.0187 0.0187 0.0188
20 0.0084 0.0087 0.0075 0.0075 0.0075 0.0087 0.0087  0.0087
30 0.5000 0.0062 0.0061 0.0051 0.0051 0.0051 0.0056 0.0056 0.0056
50 0.0036 0.0038 0.0034 0.0034 0.0034 0.0031 0.0032 0.0031
100 0.0017 0.0018 0.0016 0.0016 0.0016 0.0018 0.0018 0.0018
10 0.0161 0.0131 0.0119 0.0117 0.0121 0.0165 0.0162 0.0168
20 0.0081 0.0072 0.0067 0.0066 0.0068 0.0074 0.0074 0.0075
30 0.6655 0.0058 0.0054 0.0046 0.0045 0.0046 0.0054 0.0054 0.0055
50 0.0031 0.0031 0.0027 0.0027 0.0027 0.0033 0.0033 0.0033
100 0.0016 0.0016 0.0015 0.0015 0.0015 0.0016 0.0016 0.0016
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Table 5: Average MSEs of the classical and Bayes estimators of HE.

» n() Classical estimators Bayes(informative) Bayes (non-informative)
h(t)m h(t)p h(t)sg h(t)ipn Wt h(t)sy  h(thipn h(tip

10 0.0387 0.0392 0.0365 0.0345 0.0321 0.0351 0.0360 0.0378
20 0.0141 0.0195 0.0115 0.0121 0.0111 0.0146 0.0156 0.0139
30 0.4148 0.0079 0.0076 0.0070 0.0073 0.0069 0.0079 0.0082 0.0077
50 0.0048 0.0047 0.0045 0.0046 0.0044 0.0046 0.0047 0.0046
100 0.0020 0.0022 0.0019 0.0019 0.0019 0.0021 0.0022 0.0021
10 0.0394 0.0324 0.0320 0.0365 0.0297 0.0327 0.0375 0.0300
20 0.0155 0.0150 0.0145 0.0153 0.0141 0.0145 0.0153 0.0140
30 04257 0.0097 0.0074 0.0094 0.0073 0.0094 0.0096 0.0099 0.0098
50 0.0057 0.0058 0.0052 0.0054 0.0055 0.0056 0.0057 0.0056
100 0.0035 0.0033 0.0025 0.0025 0.0024 0.0026 0.0027 0.0026
10 0.7851 0.7478 0.7298 0.7252 0.7206 0.7124 0.7503 0.7864
20 0.4959 0.4832 0.3240 0.4209 0.2428 0.3953 0.5106 0.3887
30  1.9937 0.2342 0.1563 0.2093 0.2179 0.1739 0.2124 0.2891 0.2176
50 0.1168 0.1320 0.1085 0.1293 0.0976 0.1179 0.1412 0.1055
100 0.0487 0.0432 0.0420 0.0412 0.0477 0.0531 0.0580 0.0503
10 0.5859 0.6898 0.4941 04781 0.4453 0.5271 0.6132 0.5805
20 0.5130 0.6181 0.3966 0.4567 0.2981 0.4765 0.5106 0.5461
30 24304 0.2681 0.2955 0.2371 0.2319 0.2000 0.2595 0.3539 0.2162
50 0.1771 0.1747 0.1454 0.1727 0.1320 0.1605 0.1532 0.1603
100 0.0978 0.0819 0.0649 0.0713 0.0616 0.0713 0.0773  0.0683
10 0.7301 0.4766 0.4056 0.4707 0.3060 0.6604 0.4941 0.4933
20 0.3194 0.3469 0.2161 0.2860 0.1830 0.2875 0.2577 0.2668
30 1.7233 0.1819 0.1732 0.1228 0.1428 0.1132 0.1325 0.1528 0.1230
50 0.0681 0.0705 0.0640 0.0620 0.0613 0.0773 0.0848 0.0736
100 0.0375 0.0383 0.0335 0.0352 0.0327 0.0373 0.0392 0.0363
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8. CoNCLUSION

In this paper, we have considered the classical and Bayesian point and interval estimation of the
reliability characteristics (RC) for the PLD based on complete observations. In classical estimation,
MLE, MPSE are discussed for RC. The Bayes estimators are derived with informative and non-
informative priors under SELF and LLF for the same characteristics. Further, different Cls, as
ACls based on MLE and MPSE, three BCIs, namely s-boot, p-boot, t-boot and Bayes credible HPD
intervals based on generated posterior samples are obtained. The theoretical comparison of the
point and interval estimates obtained via different methods of estimation are not feasible. Hence,
the Monte Carlo simulation study has been performed to make the extensive comparison in terms
of average MSEs and average width of the respective CIs. Monte Carlo simulation results showed
that p-boot Cls achieve better performance than the other BCIs and ACIs in terms of width for all
the considered choices. Among the methods of estimation, Bayes estimates under informative
prior are the best performing estimator in terms of the average MSEs as well as average width
of ClIs. Coverage probabilities do not follow any specific trend but for shorter length of the ClIs,
C decreases and reaching to the nominal values. Lastly, a practical data set has been used to
illustrate the proposed methodology, and observed that it echoed the same pattern as simulation.
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