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Abstract 

Ranked set sampling is an approach to data collection originally combines simple random sampling 

with the field investigator's professional knowledge and judgment to pick places to collect samples. 

Alternatively, field screening measurements can replace professional judgment when appropriate 

and analysis that continues to stimulate substantial methodological research. The use of ranked set 

sampling increases the chance that the collected samples will yield representative measurements. 

This results in better estimates of the mean as well as improved performance of many statistical 

procedures. Moreover, ranked set sampling can be more cost-efficient than simple random sampling 

because fewer samples need to be collected and measured. The use of professional judgment in the 

process of selecting sampling locations is a powerful incentive to use ranked set sampling. This 

paper is devoted to the study, we introduce an approach to the mean estimators in ranked set 

sampling. The amount of information carried by the auxiliary variable is measured with the on 

populations and samples and to use this information in the estimator, the basic ratio and the 

generalized exponential ratio estimators are as an improved form of a difference cum exponential 

ratio type estimator under the ranked set sampling in order to estimate the population mean Y of 

study variate Y using single auxiliary variable X. The expressions for the mean squared error of 

propose estimator under ranked set sampling is derived and theoretical comparisons are made with 

competing estimators. We show that the proposed estimator has a lower mean square error than the 

existing estimators. In addition, these theoretical results are supported with the aid of some real 

data sets using R studio. Therefore, Under RSS architecture, a better difference cum exponential 

ratio type estimator has been suggested. The estimator's mathematical form has been developed, and 

its efficiency requirements have been developed in relation to various already-existing estimators 

from the literature. By imputing various values for the constants used in the creation of our 

proposed estimator, we also provide several specific situations of our estimator. 

Keywords: mean squared error, auxiliary variable, median, coefficient of variation, kurtosis 

1. Introduction

It is well known that the information of the auxiliary variable is commonly used in order to 

increase efficiency and precision in sample surveys. It has also a role in the related methods of 

estimation, such as ratio, product, and regression. If the correlation between the study variable (Y) 

and the auxiliary variable (X) is highly positive, the ratio method of estimation is used. If not, the 

product method of estimation is employed effectively provided that this correlation is highly 
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negative. In recent years, there have been many articles on estimators for the population mean in 

the Sampling Theory Literature, such as unbiased estimators in general form for estimating the 

finite population mean in stratified random sampling [1], a generalized ratio estimator is proposed 

by using some robust measures with single auxiliary variable [2 and 3], an efficient families of 

ratio-type estimators to estimate finite population mean using known correlation coefficient 

between study variable and auxiliary variable by [5 and 6], Estimation of rare and clustered 

population mean using stratified adaptive cluster sampling and using auxiliary character in 

stratified random sampling [7 and 8]. The estimation of population mean using auxiliary attribute 

under ranked set sampling (RSS) [9, 10 and 11]. The problem of exponential estimator for 

estimating the population mean considered under RSS using attribute, two phases sampling by 

[12, 13, 14, and 15]. 

In addition to the Simple Random Sampling (SRS) method, RSS, which may be considered 

as a controlled random sampling design, was first introduced to estimate the pasture yield by [16]. 

The RSS procedure involves randomly drawing n sets of n units each from the population for 

which the mean is to be estimated. It is assumed that the units in each set can be ranked visually. 

From the first set of n units, the lowest unit ranked is measured. From the second set of n units, the 

second lowest unit ranked is measured. This process continues until the nth ranked unit is 

measured. The gain in efficiency by a computation involving five distributions illustrated by [16]. 

As a simple introduction to the concept of RSS, when X is a random variable with a density 

function F(x) and (x1,x2,...,xn) are the unobserved values from n units, we may then rank them by 

visual inspection or based on a concomitant variable. RSS involves selecting one unit among every 

ranked set consisting of m units for quantification.  

The RSS method can be briefly described step by step as follows:  

Step 1: Randomly select m2 units from the target population.  

Step 2: Allocate the m2 selected units as randomly as possible into m sets, each of size m.  

Step 3: Without knowing any values of the variable of interest, rank the units within each set with 

respect to variable of interest. This may be based on personal professional judgment or done with 

concomitant variable correlated with the variable of interest.  

Step 4: Choose a sample for actual quantification by including the smallest ranked unit in the first 

set, the second smallest ranked unit in the second set and this process continues in this way until 

the largest ranked unit is selected from the last set. 

Step 5: Repeat Steps 1 through 4 for n cycles to obtain a sample of size mn for actual quantification.  

When it is ranked on the auxiliary variable, let 𝑦(𝑖), 𝑥(𝑖) denote an ith  judgment ordering in 

the ith set for the study variable and the ith order statistic in the ith set for the auxiliary variable, 

respectively.   

In the remaining part of this article, the estimators for the population mean under RSS are 

mentioned in Section 2, the adapted estimator from the SRS to RSS is given in Section 3, theoretical 

and numerical comparisons of the adapted estimator are performed with the existing adapted 

estimators in literature in Sections 4 and 5, respectively. 

2. Estimators in literature
[1] Presented classical ratio estimator for estimating the population mean 𝑌̅ is given as:

𝑦̅𝑅𝑎𝑡𝑖𝑜 = 𝑦̅ (
𝑋̅

𝑥̅
) (2.1) 

=
𝑦̅

𝑥̅
𝑋̅ = 𝑅̂𝑋̅

where 𝑋̅ population mean of the auxiliary variable 𝑋 is a known value. 𝑦̅ is the sample mean of the 

study variable and 𝑥̅ is the sample mean of the auxiliary variable. 

Mean square error of the ratio estimator with first degree of approximation is given as 

𝑀𝑆𝐸(𝑦̅𝑅𝑎𝑡𝑖𝑜) ≅ 𝜃(𝑆𝑦
2 + 𝑅2𝑆𝑥

2 − 2𝑅𝑆𝑦𝑥)
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or 

𝑀𝑆𝐸(𝑦̅𝑅𝑎𝑡𝑖𝑜) ≅ 𝜃𝑌̅2[𝐶𝑦
2 + 𝐶𝑥

2 − 2𝜌𝐶𝑦𝐶𝑥] (2.2) 

where 𝜃 =
1

𝑛
(on ignoring 𝑓 =

𝑛

𝑁
) , 𝑅 =

𝑌̅

𝑋̅
 𝐶𝑦 =

𝑆𝑦

𝑌̅
, 𝐶𝑥 =

𝑆𝑥

𝑋̅
, 𝜌 =

𝑆𝑦𝑥

𝑆𝑦𝑆𝑥
, 𝑆𝑦𝑥 = ∑

(𝑦𝑖−𝑌̅)2

𝑁−1

𝑁
𝑖 , 

𝑆𝑦
2 = ∑

(𝑦𝑖−𝑌̅)2

𝑁−1
𝑆𝑥

2 = ∑
(𝑥𝑖−𝑋̅)2

𝑁−1

𝑁
𝑖

𝑁
𝑖

Modified ratio estimator for 𝑌̅ is given by [15] as given 

𝑦̅𝑆𝐷 = 𝑦̅ [
𝑋̅ + 𝐶𝑥

𝑥̅ + 𝐶𝑥

] (2.3) 

where 𝐶𝑥 is the coefficient of variation and known estimator for the case when coefficient of 

kurtosis is known, [14] suggested as follows 

𝑦̅𝑆𝐾 = 𝑦̅ [
𝑋̅ + 𝛽2(𝑥)

𝑥̅ + 𝛽2(𝑥)
] (2.4) 

Ratio and product estimators suggested by [18], following, respectively: 

𝑦̅𝑈𝑃 = 𝑦̅ [
𝑋̅𝐶𝑥 + 𝛽2(𝑥)

𝑥̅𝐶𝑥 + 𝛽2(𝑥)
] (2.4) 

where 𝐶𝑥 and 𝛽2(𝑥) are the known value of the coefficient of variation and kurtosis of an auxiliary 

variable. 

In order to find the first degree of approximation the mean squared error (MSE) of these 

estimators is: 

𝑀𝑆𝐸(𝑦̅𝑆𝐷) ≅ 𝜃𝑌̅2[𝐶𝑦
2 + 𝜆1

2𝐶𝑥
2 + 2𝜆1𝜌𝐶𝑦𝐶𝑥] (2.5) 

𝑀𝑆𝐸(𝑦̅𝑆𝐾) ≅ 𝜃𝑌̅2[𝐶𝑦
2 + 𝜆2

2𝐶𝑥
2 + 2𝜆2𝜌𝐶𝑦𝐶𝑥] (2.6) 

𝑀𝑆𝐸(𝑦̅𝑈𝑃) ≅ 𝜃𝑌̅2[𝐶𝑦
2 + 𝜆3

2𝐶𝑥
2 + 2𝜆3𝜌𝐶𝑦𝐶𝑥] (2.7) 

where 𝜆1 =
𝑋̅

𝑋̅+𝐶𝑥
 , 𝜆2 =

𝑋̅

𝑋̅+𝛽2(𝑥)
 , 𝜆3 =

𝑋̅𝐶𝑥

𝑋̅𝐶𝑥+𝛽2(𝑥)

RATIO AND PRODUCT ESTIMATORS UNDER RSS 

The classical ratio estimator proposed by [13] under rank set sampling is given by: 

𝑅̂𝑅𝑆𝑆 =
𝑦̅[𝑛]

𝑥̅(𝑛)

where 𝑦̅[𝑛] =
1

𝑛
∑ 𝑦[𝑖]

𝑛
𝑖 , 𝑥̅(𝑛) =

1

𝑛
∑ 𝑥(𝑖)

𝑛
𝑖  are the ranked set sample means for variables 𝑦 and 𝑥 

respectively. 

[4] assuming that the population mean of the auxiliary variable is known, the ratio estimator

using ranked set sampling is given as

𝑦̅𝑅,𝑅𝑆𝑆 = 𝑦̅[𝑛] (
𝑋̅

𝑥̅(𝑛)
) (2.8) 

With the following bias and MSE is given by 

𝐵𝑖𝑎𝑠(𝑦̅𝑅,𝑅𝑆𝑆) ≅ 𝑌̅[
1

𝑚𝑟
(𝐶𝑥

2 − 𝐶𝑦𝑥) − (𝑊𝑥(𝑖)
2 − 𝑊𝑦𝑥(𝑖))] (2.9) 
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𝑀𝑆𝐸(𝑦̅𝑅,𝑅𝑠𝑠) ≅
1

𝑚𝑟
(𝑆𝑦

2 + 𝑅2𝑆𝑥
2 − 2𝑅𝑆𝑦𝑥) −

1

𝑚2𝑟
(∑ 𝜏𝑦[𝑖]

2 + 𝑅2 ∑ 𝜏𝑥(𝑖)
2 − 2𝑅 ∑ 𝜏𝑦𝑥(𝑖)

𝑚

𝑖

𝑚

𝑖

𝑚

𝑖

) 
(2.10) 

where 𝑊𝑦𝑥(𝑖) =
1

𝑚2𝑟𝑋̅𝑌̅
∑ 𝜏𝑦𝑥(𝑖)

𝑚
𝑖 , 𝑊𝑥(𝑖)

2 =
1

𝑚2𝑟𝑋̅2
∑ 𝜏𝑥(𝑖)

2𝑚
𝑖 and 𝑊𝑦[𝑖]

2 =
1

𝑚2𝑟𝑌̅2
∑ 𝜏𝑦[𝑖]

2𝑚
𝑖

 and 𝜏𝑥(𝑖) = 𝜇𝑥(𝑖) − 𝑋̅, 𝜏𝑦[𝑖] = 𝜇𝑦[𝑖] − 𝑌̅, 𝜏𝑦𝑥(𝑖) = (𝜇𝑦[𝑖] − 𝑌̅)(𝜇𝑥(𝑖) − 𝑋̅) 

Following are modified ratio estimators of finite population mean that [7] presented using data 

on the coefficient of variation of an auxiliary variable in ranked set sampling. 

𝑦̅𝑀1,𝑅𝑆𝑆 = 𝑦̅[𝑛] [
𝑋̅ + 𝐶𝑥

𝑥̅(𝑛) + 𝐶𝑥

] (2.11) 

Bias has been derived as  

𝐵𝑖𝑎𝑠(𝑦̅𝑀1,𝑅𝑆𝑆) = 𝑌̅[𝜃{𝜆2𝐶𝑥
2 − 𝜆𝜌𝑦𝑥𝐶𝑦𝐶𝑥} − {𝜆2𝑊𝑥(𝑖)

2 − 𝜆𝑊𝑦𝑥(𝑖)}] (2.12) 

 and the MSE equation as 

𝑀𝑆𝐸(𝑦̅𝑀1,𝑅𝑆𝑆) = 𝑌̅2[𝜃{𝐶𝑦
2 + 𝜆2𝐶𝑥

2 − 2𝜆𝜌𝑦𝑥𝐶𝑦𝐶𝑥} − {𝑊𝑦[𝑖] − 𝜆𝑊𝑥(𝑖)}
2

] (2.13) 

where 𝜆 =
𝑋̅

𝑋̅+𝐶𝑥

They have also proposed ratio type estimator utilizing coefficients of variation and kurtosis 

under RSS as  

𝑦̅𝑀2,𝑅𝑆𝑆 = 𝑦̅[𝑛] [
𝑋̅𝐶𝑥 + 𝛽2(𝑥)

𝑥̅(𝑛)𝐶𝑥 + 𝛽2(𝑥)
] (2.14) 

with Bias and MSE given as 

𝐵𝑖𝑎𝑠(𝑦̅𝑀2,𝑅𝑆𝑆) = 𝑌̅[𝜃{𝛾2𝐶𝑥
2 − 𝛾𝜌𝑦𝑥𝐶𝑦𝐶𝑥} − {𝛾𝑊𝑥(𝑖)

2 − 𝛾𝑊𝑦𝑥(𝑖)}]

𝑀𝑆𝐸(𝑦̅𝑀2,𝑅𝑆𝑆) = 𝑌̅2[𝜃{𝐶𝑦
2 + 𝛾2𝐶𝑥

2 − 2𝛾𝜌𝑦𝑥𝐶𝑦𝐶𝑥} − {𝑊𝑦[𝑖] − 𝛾𝑊𝑥(𝑖)}
2

] (2.15) 

where 𝛾 =
𝑋̅𝐶𝑥

𝑋̅𝐶𝑥+𝛽2(𝑥)

3. Proposed estimator
We propose the following ratio-type estimators for 𝑌̅ under RSS scheme using linear combination 

of population CV of auxiliary variable, the kurtosis, the median, the tri mean 𝑇𝑀. Motivated by 

[7,15] a ratio estimator based on RSS is proposed as  

𝑦̅𝑃𝑅𝑆𝑆
= 𝑦̅[𝑛][

𝑋̅ + 𝐶𝑥𝑀𝑑

𝑥̅(𝑛) + 𝐶𝑥𝑀𝑑

] 
(

(3.1) 

Where 𝐶𝑥 is the coefficient of variation and 𝑀𝑑 is the median of the auxiliary variable 𝑋 

and are available to us. 

To obtain the bias and MSE, of 𝑦̅𝑃𝑅𝑆𝑆
, we put 𝑦̅[𝑛] = 𝑌̅(1 + 𝑒0) and 𝑥̅𝑛 = 𝑋̅(1 + 𝑒1) so that

𝐸(𝑒0) = 𝐸(𝑒1) = 0         𝑉(𝑒0) = 𝐸(𝑒0
2) =

𝑉(𝑦̅[𝑛])

𝑌̅2 =
1

𝑚𝑟

1

𝑌̅2 [𝑆𝑦
2 −

1

𝑚
∑ 𝜏𝑦[𝑖]

2𝑚
𝑖 ] = [𝜃𝐶𝑦

2 − 𝑊𝑦[𝑖]
2 ]

Similarly, 𝑉(𝑒1) = 𝐸(𝑒1
2) = [𝜃𝐶𝑥

2 − 𝑊𝑥(𝑖)
2 ]

And 𝐶𝑜𝑣(𝑒0, 𝑒1) = 𝐸(𝑒0, 𝑒1) =
𝐶𝑜𝑣(𝑦̅[𝑛],𝑥̅𝑛)

𝑋̅𝑌̅

=
1

𝑋̅𝑌̅

1

𝑚𝑟
 [𝑆𝑦𝑥 −

1

𝑚
∑ 𝜏𝑦𝑥(𝑖)

𝑚

𝑖

] = [𝜃𝜌𝑦𝑥𝐶𝑦𝐶𝑥 − 𝑊𝑦𝑥(𝑖)] 

To find first degree of approximation, assuming that the sample size is large enough to get 

|𝑒0|and |𝑒1| as small so that the terms involving 𝑒0 and, or 𝑒1 in a degree more than two will be 
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negligible. 

The bias and MSE can be found as below 

 𝐵(𝑦̅𝑃𝑅𝑆𝑆
) = 𝐸(𝑦̅𝑃 𝑅𝑆𝑆

) − 𝑌̅ 

Here 𝑦̅𝑃𝑅𝑆𝑆
= 𝑌̅(1 + 𝑒0)(1 + 𝜙𝑒1)−1, where 𝜙 =

𝑋̅

𝑋̅+𝐶𝑥𝑀𝑑

Suppose |𝜙| < 1, so that (1 + 𝜙𝑒1)−1 is expandable

𝑦̅𝑃𝑅𝑆𝑆
= 𝑌̅(1 + 𝑒0){1 − 𝜙𝑒1 + 𝜙2𝑒1

2 + 𝑂(𝜙𝑒1)}

(Using Taylor series expansion, [20], where 𝑂(𝑒1)with power more than 2 are neglected for large 

power of 𝑒1) 

𝐵(𝑦̅𝑃𝑅𝑆𝑆
) = 𝑌̅[𝜙2𝐸(𝑒1

2) − 𝜙𝐸(𝑒0𝑒1)], 𝑠𝑖𝑛𝑐𝑒 𝐸(𝑒0) = 𝐸(𝑒1) = 0

= 𝑌̅[𝜙2{𝜃𝐶𝑥
2 − 𝑊𝑥(𝑖)

2 } − 𝜙{𝜃𝜌𝑦𝑥𝐶𝑦𝐶𝑥 − 𝑊𝑦𝑥(𝑖)}]

= 𝑌̅[𝜃{𝜙2𝐶𝑥
2 − 𝜙𝜌𝑦𝑥𝐶𝑦𝐶𝑥} − {𝜙2𝑊𝑥(𝑖)

2 − 𝜙𝑊𝑦𝑥(𝑖)}]

Now  𝑀𝑆𝐸(𝑦̅𝑃𝑅𝑆𝑆
) = 𝐸(𝑦̅𝑃𝑅𝑆𝑆

− 𝑌̅)
2

= 𝑌̅2𝐸[𝑒0 − 𝜙𝑒1 + 𝜙2𝑒1
2 − 2𝜙𝑒0𝑒1]2

𝑀𝑆𝐸(𝑦̅𝑃𝑅𝑆𝑆
) = 𝑌̅2[𝜃{𝐶𝑦

2 + 𝜙2𝐶𝑥
2 − 2𝜙𝜌𝑦𝑥𝐶𝑦𝐶𝑥} − {𝑊𝑦[𝑖] − 𝜙𝑊𝑥(𝑖)}

2
]     (3.2) 

where 𝜙 =
𝑋̅

𝑋̅+𝐶𝑥𝑀𝑑

4. Efficiency
For efficiency comparison of our proposed estimator with those existing in literature, we consider 

the following equations. 

𝑀𝑆𝐸(𝑦̅𝑃𝑅𝑆𝑆 
) < 𝑀𝑆𝐸(𝑦̅𝑆𝐷)  (Proposed with [15]) [Eq.    (3.2) & Eq.(2.5)]

i.e., 𝑌̅2[𝜃{𝐶𝑦
2 + 𝜙2𝐶𝑥

2 − 2𝜙𝜌𝑦𝑥𝐶𝑦𝐶𝑥} − {𝑊𝑦[𝑖] − 𝜙𝑊𝑥(𝑖)}
2

] < 𝜃𝑌̅2[𝐶𝑦
2 + 𝜆1

2𝐶𝑥
2 + 2𝜆1𝜌𝐶𝑦𝐶𝑥]

where 𝜙 =
𝑋̅

𝑋̅+𝐶𝑥𝑀𝑑
 and 𝜆1 =

𝑋̅

𝑋̅+𝐶𝑥

𝑀𝑆𝐸(𝑦̅𝑃𝑅𝑆𝑆 
) < 𝑀𝑆𝐸(𝑦̅𝑆𝐾)  (Proposed with [14]) [Eq.    (3.2) & Eq.(2.6)]

i.e., 𝑌̅2[𝜃{𝐶𝑦
2 + 𝜙2𝐶𝑥

2 − 2𝜙𝜌𝑦𝑥𝐶𝑦𝐶𝑥} − {𝑊𝑦[𝑖] − 𝜙𝑊𝑥(𝑖)}
2

] < 𝜃𝑌̅2[𝐶𝑦
2 + 𝜆2

2𝐶𝑥
2 + 2𝜆2𝜌𝐶𝑦𝐶𝑥]

where 𝜙 =
𝑋̅

𝑋̅+𝐶𝑥𝑀𝑑
 and 𝜆2 =

𝑋̅

𝑋̅+𝛽2(𝑥)

5. Numerical example

In order to put the suggested estimators to use in practice, we take into account the data from [21]. 

Between 1920 and 1930, information on the population size (measured in 1000s) of 49 cities was 

gathered. The example uses the population data from 1930 as the research variable y and the 

population from 1920 as the auxiliary variable x. Table 1 lists this population's characteristics. 

We draw 16 simple random samples from the population of 49 cities for the research variable and 

the auxiliary variable, and then we divide each sample into 4 groups of size 4. Finally, ith ranked 

unit from ith set is drawn, producing (m=4) ranked set samples after ranking the data within each 

set. m= 4 units are drawn once more after repeating this method. 8 samples from the ranked set are 

chosen in this manner. 

Table 1: Data Statistics 

𝑁 = 49 𝑋̅ = 103.14 µ3(𝑥) = 76 𝛽1(𝑥) = 2.20 

𝑛 = 8 𝑌̅ = 127.8 µ4(𝑥) = 144 𝛽2(𝑥) = 7.22 

𝑚 = 4 𝑆𝑦 = 32.8720 µ1(𝑦) = 70 

𝑅 = 2 𝑆𝑥 = 56.2342 µ2(𝑦) = 87 

𝜌 = 0.18 µ1(𝑥) = 70 µ3(𝑦) = 93.5 

𝑀𝑑 = 130.77 𝜇2(𝑥) = 42 µ4(𝑦) = 103.5 
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Table 2: MSE value of estimators 

Estimators MSE PRE 

𝑦̅𝑅 638.900 - 

𝑦̅𝑆𝐷 838.138 76.228 

𝑦̅𝑆𝐾 761.490 83.901 

𝑦̅𝑈𝑃 703.065 90.874 

𝑦̅𝑅,𝑅𝑆𝑆 622.145 102.693 

𝑦̅𝑀1,𝑅𝑆𝑆 617.114 103.530 

𝑦̅𝑀2,𝑅𝑆𝑆 516.486 123.701 

𝒚̅𝑷𝑹𝑺𝑺 273.867 233.289 

Table 2 shows the estimated MSEs and pre discussed in our study. The table reveals that the MSE 

of proposed estimator is smaller than MSE of the compared existing estimators. 

Simulation 

General settings for the simulation are xy = 0.65, 0.70, 0.75; set size m = 3, 4, 5; and cycle r = 2 and 6. 

For the 10,000 trials, the mean estimators have been obtained. The population size of 1000 is 

derived from a bivariate normal distribution, with the mean and standard deviation being the 

random parameters 5 and 1, respectively. The relative efficiency (re) values, for which the 

reference estimator is simple mean estimator of RSS as 𝜇̂0 = 𝑦̅𝑅𝑆𝑆 are calculated over the complete 

simulation through proportioning the mean square errors as follows: 

𝑅𝐸 =
𝑀𝑆𝐸(𝑦̅𝑅,𝑅𝑆𝑆)

𝑀𝑆𝐸(𝑦̅𝑀𝑖,𝑅𝑆𝑆)
 , 𝑖 = 1,2 𝑎𝑛𝑑 𝑅𝐸 =

𝑀𝑆𝐸(𝑦̅𝑅,𝑅𝑆𝑆)

𝑀𝑆𝐸(𝑦̅𝑃𝑅𝑆𝑆
)

                                (5.1) 

Using (20), calculated re results are given in table 3 for the normal distribution, respectively. 

Table 3. Relative efficiency values under N(5,1) distribution 

  0.65  0.70   0.75 

r 2 3 2 3 2 3 

m=3 

RE1 1.0108 1.0101 1.0113 1.0106 1.0119 1.0110 

RE2 1.2805 1.2646 1..2958 1.2783 1.3144 1.2951 

RE3 3.0311 3.1004 3.2559 3.3483 3.5712 3.7019 

m=4 

RE1 1.0103 1.0094 1.0108 1.0098 1.0113 1.0102 

RE2 1.2699 1.2485 1.2842 1.2607 1.3016 1.2756 

RE3 3.0767 3.1757 3.3165 3.4501 3.6567 3.8489 

m=5 

RE1 1.0099 1.0087 1.0103 1.0090 1.0108 1.0094 

RE2 1.2593 1.2323 1.2725 1.2429 1.28.86 1.2558 

RE3 3.1248 3.2578 3.3811 3.5629 3.7489 4.0155 

It is shown that the estimator suggested in Tables 3 gave better results with the normal distribution 

in the simulation study performance. In general, it can be said that the RE value of the  𝑦̅𝑃𝑅𝑆𝑆
 

estimator is directly proportional to the correlation and the number of cycles. 

6. Conclusion
In this paper, by using coefficient of variation and median of the auxiliary variable, the modified 

ratio estimators of population mean have been proposed under ranked set sampling (RSS).  Large 

sample approximations to the mean square errors of these estimators have been derived and 

compared with the MSE of the usual ratio estimator and other existing estimators of same class. 

Through numerical illustration is concluded that the proposed estimator performs much better 
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than the classic ratio estimator as well as the estimators given by [7] based on RSS. Thus, the 

proposed new estimator can be used instead, in order to increase the efficiency of parameter 

estimates. 
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