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Abstract

In this research article, we proposed a new two-parametric divergence measure and developed its weighted
version. We also looked at its properties and specific cases with examples and also obtained some results
and bounds for new two prametric weighted generalized divergence measure. With the aid of a numerical
example that determine the distribution function and also studied some inequality for the new proposed
divergence measure. The known divergence measure is the particular case of our proposed measure. The
proposed measure uniquely characterized the distribution function using the proportional hazard rate
model (PHRM). Its residual function is also being worked on.

Keywords: characterization result, Divergence measure, distribution function, proportional haz-
ard rate model, Residual function.

1. Introduction

The idea of information measures plays an important role in the feild of information theory and
other applied sciences.The conception of information measure( uncertianty) was first given by
Shannon entropy [10].He suggested a method for achieving the probability distribution inherent
uncertanity and established that it is a main component of information theory, which today has
numerous applications across many fields.
Suppose X is a hypothetical continous non-negative random variable, then the shannon’s [10]
entropy is defined as

HS(X) = −
∞∫

0

f (x)log f (x)dx (1)

where f represent density function of X.

In addition, it can be written as

HS(X) = E(−log f (x))

The HS(X) is equal to the expected value of (-logf(x)).
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The concept of the distinction between the two density distributions is obtained from their
function and is often used in Shannon entropy. The most common divergence applied in informa-
tion theory is the Kullback-Leibler divergence, also known as relative entropy or Kullback-Leibler
information divergence measure[4] (KL divergence). It is widely used in parameter estimation,
contigency tables and ANOVA tables.

Suppose f(x) and g(x) are the two probability distributions for a continuous random variable
X and Y, then the KL divergence[4] is given by.

DKL( f ||g) =
∞∫

0

f (x)log
f (x)
g(x)

dx (2)

Furthermore, it can be written as

DKL( f ||g) = EKL
[

log
f (x)
g(x)

]
Remarks

1. If g(x)=1, then it simply becomes Shannon’s[10].

2. If g(x)= f(x), then Kullback-Leibler[4] divergence is reduced to zero.

In this regard, Renyi[9] presented the generalization of Kullback-Leibler divergence[4] of order
β, which is defined as

DR( f ||g) = 1
β − 1

log
∞∫

0

f (x)βg(x)1−βdx, β ̸= 1, β > 0 (3)

Remarks

1. If β→ 1, then it just becomes Kullback-Leibler[4] divergence.
Since many researchers have developed distinct generalizations of Kullback-Leibler divergence[4]
in distinct manners, Gupta and Nanda[8] introduced a new generalization of the KL divergence
measure of order "β" defined as follows.

DG( f ||g) = 1
β − 1

log
∞∫

0

(
f (x)
g(x)

)β−1

f (x)dx, β ̸= 1, β > 0 (4)

Remarks

1. If β→ 1, then it simply becomes Kullback-Leibler divergence[4]
Our goal is to develop a new Kullback-Leibler divergence[4] measure that seems to be two-
parametric in nature.

Our proposed measure is defined as follows

Dα,β( f ||g) = 1
β − α

log
∞∫

0

(
f (x)
g(x)

)β−α

f (x)αdx, β ̸= α, α ≥ 1, α, β > 0 (5)

Additionally, it can be expressed as

Dα,β(X||Y) = 1
β − α

log
∞∫

0

( f (x))β (g(x))α−β dx (6)
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Remarks
1. When we take f(x) = g(x) then divergence became zero

2. if α = 1 (5) reduced to the Gupta and Nanda[8] of order β

3. if α = 1, β→ 1 it converge to simply Kullback-Leibler divergence[4]

4. if g(x) = 1, (5) reduces to simply Shannon entropy[10]
The rest of the article consists of the following sections. In Section (2) we study the weighted
generalized divergence measure and in Section (3) we study the weighted generalized residual
divergence measure. In Section 4 we derive some characterization results using the proportional
hazard rate model. Finally we studied some properties and bound the new proposed divergence
measure.

2. Weighted Generalized Divergence Measure

We proposed the weighted generalised divergence measure in this section. Shannon’s measure
and Kullback-Leibler divergence[4] both give the random variable identical weight in real-world
scenarios, but this can be problematic. To solve that problem, weighted entropy first developed
by Belis and Guiasu [1] . The weighted entropy is defined as

HS
w(X) = −

∞∫
0

x f (x)log f (x)dx (7)

Remarks
1. If x= 1, then, it becomes simply Shannon entropy[10].

A factor x that gives more weight to the random variable’s higher value provides as the expression
of the weight function. Shift-dependent is the term for this measure. Suhov and Yasaei Sekeh
Mirali et al.[11], Mirali et.al[6] and Rajesh et al.[7] and many researchers who have presented
numerous weighted measures.
Based on the idea of weighted entropy, in recent years, Yasaei Sekeh et al.[12] gave weight to the
Kullback-Leibler divergence[4] divergence, defined as

DKL
W ( f ||g) =

∞∫
0

x f (x)log
f (x)
g(x)

dx (8)

Remarks

1. If x=1 then, it becomes simply Kullback-Leibler divergence[4].

Additionally, it can be written as

Dw
KL( f ||g) = EKL

[
Xlog

f (x)
g(x)

]
Definition 2.1. Similar to (2) and based on (8) the weighted proposed measure is defined as

Dα,β
w (X||Y) = 1

β − α
log

∞∫
0

x ( f (x))β (g(x))α−β dx (9)

Remarks

1. If x = 1 then, it becomes reduced to (6).
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The following example show how GDM and its weighted form differ from one another.

Example 2.1. Suppose X and Y are two non-negative continuous random variables with the
density function as follows

1. f1(x) = 1, 0 < x < 1 and g1(x) = 2x 0 < x < 1

2. f2(x) = 1, 0 < x < 1 and g2(x) = 2(1 − x) 0 < x < 1
subsequently, the distribution function was characterized by the weighted generalized divergence
measure.

Using (5) after simplification, we get

D1(α,β)( f ||g) = 1
(β − α)

log2α−β

(
1

α − β + 1

)
= D2(α,β)( f ||g) (10)

Again using (9) after simplification, we get

D1(α,β)
w ( f ||g) = 1

(β − α)
log2α−β

(
1

α − β + 2

)
(11)

and

D2(α,β)
w ( f ||g) = 1

(β − α)
log2α−β

(
Γ(α − β + 1)
Γ(α − β + 3)

)
(12)

Where, t = n(β-α)+1, s = (β-α), and B(u,v) =
1∫

0
xu−1(1 − x)v−1dx =

1∫
0

xu−1

(1 + x)u+v =
ΓuΓv

Γ(u + v)
which is known as complete beta function.

We can see from the above example that our proposed measure has the same value without
weight but a different value when given weight,hence we draw the conclusion that the weighted
measure uniquely determines the distribution.

3. Weighted Generalized residual Divergence Measure

In this section, we discuss the generalized residual divergence measure and the weighted gener-
alized residual measure. Shannon’s measure and the Kullback-Leibler divergence measure are
inapplicable to a component that has survived for some units of time. To overcome this problem,
[3] introduced a measure known as the residual measure of entropy. This measure of uncertainty
for a random variable’s remaining lifetime Xt = [X − t|X > t] is defined as

HS(X; t) = −
∞∫

t

f (x)
F̄(t)

log
f (x)
F̄(t)

dx (13)

Remarks
1. If t = 0, then it simply becomes Shannon entropy[10].

The weighted form is represented by (13)[2] and defined as

HS
w(X; t) = −

∞∫
t

x
f (x)
F̄(t)

log
f (x)
F̄(t)

dx (14)
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Definition 3.1. The generalized residual divergence measure is defined as follows in accordance
with (13) and based on (14)

DKL(X||Y; t) =
∞∫

t

f (x)
F̄(t)

log
(

f (x)/F̄(t)
g(x)/Ḡ(t)

)
dx (15)

Remarks
1. If t=0 then it simply becomes Kullback-Leibler divergence[4].
The generalized residual divergence measure’s weighted form is defined as

DKL
w (X||Y; t) =

∞∫
t

x
f (x)
F̄(t)

log
(

f (x)/F̄(t)
g(x)/Ḡ(t)

)
dx (16)

Remarks
1. If x= 1 then it reduced to (15).

To proceed in this manner, the generalized residual divergence measure Gupta and Nanda[8],
which is defined as

DG(X||Y; t) =
1

β − 1
log

∞∫
t

f (x)
F̄(t)

(
f (x)/F̄(t)
g(x)/Ḡ(t)

)β−1

dx (17)

It can be summarised as

DG(X||Y; t) =
1

β − 1
log

∞∫
t

(
f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)1−β

dx (18)

We proposed the weighted form of (18), which is similar to (17) and is defined as

DG
w(X||Y; t) =

1
β − 1

log
∞∫

t

x
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)1−β

dx (19)

Definition 3.2. Let X and Y be two non-negative random variables. The proposed weighted
residual divergence measure is defined as

Dα,β
w (X||Y; t) =

1
β − α

log
∞∫

t

x
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β

dx (20)

Remarks 1. If x = 1 and α = 1 then reduced to (18)

4. Characterization result

Proportional hazard rate model (PHRM)
Definition 4.1. Assume that X and Y are two non-negative random variables with a survival

function F̄(x) and Ḡ(x) respectively. Then the following relationship holds as
Ḡ(x) = F̄(x)µ (µ > 0) or λG(x) = µλF(x)
This mathematical relationship is crucial in the development of various statistical models. Many
statistical disciplines, including medicine, reliability, economics, and survival analysis, employ
this approach.
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Theorem 1. For any t > 0, the following equality is true if random variables X and Y satisfy the
proportional hazard rate model with proportionately constant µ > 0.

Dα,β
w (X||Y; t) =

1
β − α

log

texp(β − α)DG(X||Y; t) +
∞∫

t

(
F̄(v)
F̄(t)

)
exp(β − α)Dw

G(X||Y; t)

 dv (21)

Proof. Rewriting the (20) to

∞∫
t

x
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β

dx =

∞∫
t

 x∫
0

v0dv

 ∞∫
t

x
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β

dx (22)

∞∫
t

x
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β

dx =

∞∫
t

 t∫
0

v0dv +

x∫
t

v0dv

 ∞∫
t

x
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β

dx (23)

∞∫
t

x
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β

dx = t
∞∫

t

(
f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β

dx

+

∞∫
v=t

 ∞∫
x=v

(
f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β

dx

 dv

(24)

∞∫
t

x
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β

dx = exp(β − α)Dα,β(X||Y; t) (25)

Using the proportional hazard rate model in (24), we have

∞∫
t

( f (x))β (g(x))α−β = (F̄(t))β
(Ḡ(t))α−β exp(β − α)Dα,β(X||Y; t) (26)

∞∫
t

( f (x))β (g(x))α−β = (F̄(t))µ(α−β)+β exp(β − α)Dα,β(X||Y; t) (27)

using (23),(24) and (26) in (20) we obtained the desired result.
■

Theorem 2. If the proportional hazard rate model is satisfied by the two random variables X and
Y and proportionally constant µ > 0, and Dα,β

w (X||Y; t) is increasing for all t > 0, then Dα,β
w (X||Y; t)

exclusively determines the F̄(t).

Proof. Rewriting (20) as

exp(β − α)Dw
G(X||Y; t) =

∞∫
t

x
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β

dx (28)

Diff. (28) w.r.to t we have

∂

∂t
exp ((β − α)Dw

G(X||Y; t)) = −t (λF(t))
β (λG(t))

α−β

+

∞∫
t

x ( f (x))β (g(x))α−β ∂

∂t
(F̄(t)Ḡ(t))

(29)
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∂

∂t
exp ((β − α)Dw

G(X||Y; t)) = −t (λF(t))
β (λG(t))

α−β

+ [βλF(t)− (α − β)λG(t)] exp(β − α)Dα,β
w (X||Y; t)

(30)

By using the (PHRM)

∂

∂t
exp ((β − α)Dw

G(X||Y; t)) = −t (λF(t))
β (µλF(t))

α−β

+ [βλF(t)− (α − β)µλF(t)] exp(β − α)Dα,β
w (X||Y; t)

(31)

If, we fixed t>0 then λF(t) is the solution of the equation z(xt) = 0 where z(o) = exp(β −
α)Dα,β

w (X||Y; t) ≥ 0 since we assumed that it is increasing in t if xt → ∞ the z(∞) = ∞
Now diff. w.r.to t we have

∂

∂xt
z(xt) = αt(µ)α−β(xt)

(α−1) − [µ(α − β) + β] exp(β − α)Dα,β
w (X||Y; t) (32)

then ∂
∂xt

z(xt) =0

xt =

[
[µ(α − β) + β] exp(β − α)Dα,β

w (X||Y; t)
αt(µ)α−β

] 1
α−1

(33)

then we can say that xt = x0 Here, xt represents λF(t) Hence Dα,β
w (X||Y; t) characterized the

survival function uniquely. ■

5. Properties and Bounds

Log-sum inequality
Definition 5.1. Let X be a bounded integer. If f(x) and g(x) are density functions and x is

integrable, then ∫
f (u)log

f (u)
g(u)

du ≥
[∫

f (u)du
]

log
[

f (u)du
g(u)du

]
Definition 5.2. If Dα,β

w (X||Y; t) is increasing in t. Then, the survival function F̄ is said to have
increasing(decreasing) Dα,β

w (X||Y; t) of order β and type α expressed as IWGRDM or DWGRDM.
It indicate weather F̄ is increasing or decreasing if Dα,β

w (X||Y; t) ≥ (≤)0

Theorem 3. If the X and Y be the two non-negative random variables represent the life spans of
two system components with density function f(x) and g(x) and survival functions respectively,
t>0, then Dα,β

w (X||Y; t) for 0 < β < α where α = 1 attains a lower bound as follows

Dα,β
w (X||Y; t) ≥

∞∫
t

(
f (x)
F̄(t)

)β

log
(

g(x)
Ḡ(t)

)α−β

dx +
1

β − α

∞∫
t

(
f (x)
F̄(t)

)β

logxdx (34)

Proof. With the aid of log-sum inequality, we have

∞∫
t

(
f (x)
F̄(t)

)β

log

(
f (x)
F̄(t)

)β

x
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β
dx

≥
∞∫

t

(
f (x)
F̄(t)

)β

dxlog

∞∫
t

(
f (x)
F̄(t)

)β
dx

∞∫
t

x
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β
dx

(35)
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∞∫
t

(
f (x)
F̄(t)

)β

log

(
f (x)
F̄(t)

)β

x
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β
dx

= −log
∞∫

t

x
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β

dx (36)

∞∫
t

(
f (x)
F̄(t)

)β

log

(
f (x)
F̄(t)

)β

x
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β
dx

= (β − α)Dα,β
w (X||Y; t) (37)

From L.H.S. we have

β

∞∫
t

(
f (x)
F̄(t)

)β

log
(

f (x)
F̄(t)

)
−

∞∫
t

(
f (x)
F̄(t)

)β

logxdx − β

∞∫
t

(
f (x)
F̄(t)

)β

log
(

f (x)
F̄(t)

)

−(α − β)

∞∫
t

(
f (x)
F̄(t)

)β

log
(

g(x)
Ḡ(t)

)
dx

(38)

Using (36) and (37), we derived the result. ■

Theorem 4. The upper bound Dα,β
w (X||Y; t) is valid for 0 < β < α for the random variable X and Y

with the support of (0,k] and also with the pdf f(x) and g(x) and survival function respectively,t>0
then

Dα,β
w (X||Y; t) ≤


∞∫
t

x
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β
dxlogx

(
f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β
dx

∞∫
t

x
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β
dx

+ log(k − t)

 (39)

Proof. We have a log-sum inequality for

∞∫
t

x
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β

dxlogx
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β

dx ≤
k∫

t

x
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β

dx

k∫
t

x ( f (x))β (g(x))α−β

k∫
t
(F̄(t))β

(Ḡ(t))α−β dx

(40)

∞∫
t

x
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β

dxlogx
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β

dx =

∞∫
t

x
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β

dx

[
(β − α)Dα,β

w (X||Y; t)− log(k − t)
] (41)

After simplifying, we got the desired result. ■

Theorem 5. Suppose X and Y be two random variables with weighted generalized residual
divergence measure(WGRDM) for 0 < β < α we get

Dα,β
w (X||Y; t) ≤ 1

β − α

 ∞∫
t

x
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β

dx − 1

 (42)

Proof. From the support of this inequality log ≤ (x − 1) we have

Dα,β
w (X||Y; t) =

1
β − α

log
∞∫

t

x
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β

dx (43)
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(β − α)Dα,β
w (X||Y; t) = log

∞∫
t

x
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β

dx (44)

(β − α)Dα,β
w (X||Y; t) =

 ∞∫
t

x
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β

dx − 1

 (45)

After simplification, we obtained the result. ■

Theorem 6. Consequently, if the hazard rate λF(t) or risk rate is decreasing in t then

Dα,β
w (X||Y; t) =

1
β − α

log
∞∫

t

x
(

g(x)
Ḡ(t)

)α−β

dx − βlogλF(t)

 (46)

Proof. The equation (20) is rewritten as

Dα,β
w (X||Y; t) =

1
β − α

log
∞∫

t

x
(

f (x)
F̄(t)

)β ( g(x)
Ḡ(t)

)α−β

dx (47)

Dα,β
w (X||Y; t) =

1
β − α

log
∞∫

t

x
(

F̄(x)
F̄(t)

)β

(λF(x))β
(

g(x)
Ḡ(t)

)α−β

dx (48)

Therefore, F̄(x)≤F̄(t) for x ≥ t which implies that λF(x) ≤ λF(t) then we have

Dα,β
w (X||Y; t) =

1
β − α

log
∞∫

t

x
(

F̄(t)
F̄(t)

)β

(λF(t))
β
(

g(x)
Ḡ(t)

)α−β

dx (49)

After simplifying, we got the desired result. ■

6. Conclusion

In this communication, we proposed a new two parametric weighted generalized divergence
measure of order β and type α. The characterization result is justify by the numerical example
that it uniquely determine the distribution and also we studied its residual function. Finally, we
obtained the bound for the new proposed divergence measure and also studied its properties.
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