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Dear friends!

January 1st 2007 is the birthday of Boris Vladimirovich Gnedenko: he would be
95...
You look at the No.4 of our journal, where you find many materials dedicated to
this date.  Our journal exists already a year, it is acting and developing! We have a
registration number of the Library of Congress (USA). We are planning to issue the
first “paper version” of the journal with collection of some papers.
When a year ago it was decided to begin with an e-journal in the frame of the
Gnedenko Forum, we did not expect that it would be developing so successfully.
The first issues were compiled with invited papers, however, now we have a stable
flow of papers even from non-members of the Forum.
So, the journal – passing through a difficult time of stabilization – is developing,
widening authors’ team and, as we can judge from e-messages, the papers found
response among readers.

The Gnedenko Forum itself is almost two years old, we have over 70 members of
this “informal club” and 5 collective members.  The Forum represents Europe,
Asia, North America, Africa and Australia with New Zeland!

How happy and proud was I when my friends send me thank-you-messages for an
opportunity to find old friends through the Gnedenko Forum!  Probably, there is a
lack of activity and dynamic.  We accept all your wishes concerning improvement
of the form and content of the Forum that bears the name of the man who for many
of us was teacher, friend and colleague.
The Gnedenko Forum is the place where friends meet each others, where people
contact with their colleagues with whom they work many years ago...  And we have
to continue our collaboration, we have to bring into our life those ideals that Boris
Vladimirovich Gnedenko had been bearing. And who as not him unites us around
his name again, as many years ago.

Our site is always open for you and your colleagues. Involve new members in our
Forum.  Send us your papers.  Send us information about new books, events,
seminars and conferences.
Be active and the Gnedenko Forum will return a hundredfold to you.

All the best to all of you!

Igor Ushakov
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BBRRIIEEFF NNOOTTEE AABBOOUUTT LLIIFFEE AANNDD SSCCIIEENNTTIIFFIICC
AAPPPPRROOAACCHHEESS BBYY BB..VV.. GGNNEEDDEENNKKOO
((iinn ccoommmmeemmoorraattiioonn ooff tthhee 9955tthh aannnniivveerrssaarryy ooff tthhee bbiirrtthh))

V.S. Koroliuk, I.N. Kovalenko,
M.I. Yadrenko, D.B. Gnedenko

Complete text is given in Russian version of the Journal.

Boris Vladimirovich Gnedenko was born on January 1st 1912 in
Simbirsk (Russian city on Volga River). In 1918 he enter school. As he
wrote in his memoirs: “Everything was normal except arithmetic: I did not
like it at all. I loved poetry”. At 15 he tried to enter Saratov’s University
but was rejected due to young age. Then he wrote a letter to Minister of

Education and had got a personal
permission to attend the University.

In 1934 B.V.G. became a
postgraduate at Moscow State University
where his advisors were famous
mathematicians Andrei Nikolaevich
Kolmogorov and Alexander Yakovlevich
Khinchin.

In 1937 B.V.G. was arrested by NKVD (former name for KGB)
as “a member of anti-Soviet group led by Kolmogorov”. Despite of
tortures he categorically rejected to sign a paper against his teacher and
due to lack of evidence was released.

In 1938 B.V.G. became Assistant Professor of Moscow State
University. In 1945 he was elected as a correspondent member of the
Ukrainian Academy of Sciences and in 3 years he became
Academician.  In 1960 he moved to Moscow where he had been

leading Department of Probability Theory in Moscow University and had arranged special seminar for
engineers on reliability and queuing theory, the Moscow Consulting Center, Journal “Reliability and
Quality Control.  In co-authorship with Yu.K. Belyaev and A.D. Soloviev he had written fundamental
book “Mathematical Methods in Reliability Theory” that became one of the best monograph on the
theme for decades.

B.V.G. died December 27 1995.
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DDEEVVEELLOOPPMMEENNTT OOFF MMAATTHHEEMMAATTIICCAALL MMOODDEELLSS AANNDD
MMEETTHHOODDSS OOFF TTAASSKK DDIISSTTRRIIBBUUTTIIOONN IINN
DDIISSTTRRIIBBUUTTEEDD CCOOMMPPUUTTIINNGG SSYYSSTTEEMM11

Matteo Gaeta
Department of Information Engineering and Applied Mathematics of the University of Salerno, Italy

Michael Konovalov
Institute of Informatics Problems, Russian Academy of Sciences, Moscow, Russia

Sergey Shorgin
Institute of Informatics Problems, Russian Academy of Sciences, Moscow, Russia

Abstract

The article deals with  certain aspects of Grid and Grid modeling. Grid is a distributed software-
hardware environment based on new computation and job flow management structure, principally. For
analyzing the problems related to the logics of user-resource interaction, there has been developed a
general model scheme. Within that scheme the authors consider the models that allow the formulation
of concrete mathematical tasks. The ways of solving the assigned tasks are discussed as well.

1. Grid concept and review

Today the world’s scientific community considers Grid technologies as the most perspective
computing model that is able to use geographically distributed resources. Grid is a software-hardware
environment that provides reliable, stable, occurring everywhere and inexpensive access to high
performance computing resources [1]. It is a distributed software-hardware environment with
principally new computing organization and knowledge/data flow management. Grid concepts have
given birth to a new model of organization of different forms of data processing (computing) by
suggesting the technologies of remote access to resources of different types regardless of their
positioning within the global network environment. Hence, by using Grid technology it became
possible to execute software units on one or several computers simultaneously; data storages with
structurized (data bases) and non-structurized (files) information, data sources (data transmitters,
instruments, observations) and program-driven devices are being made accessible everywhere. Grid
name can be explained by some analogy with electric power network (power grid) the latter providing
universal access to electric energy [2].

The purpose of creating the Grid was integration of a certain number of spatial distributed
resources in order to provide possibility of accomplishing a wide class of applications on any
aggregated combination of these resources regardless of their location

Grid implementation is an infrastructure consisting of resources located in different places,
telecommunication networks connecting these resources (networking resources) and consistent along
the whole infrastructure software (middleware) for supporting remote operations and accomplishing
controlling and management functions over operational environment. Grid is created for bringing the

1 This work was supported by the Russian Foundation for Basic Research, grant 05-07-90103
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resources in general use. The resources owners and the users act in conformity with certain definite
rules of providing/using the resources form a virtual organization.

Grid is the collective computing environment where each of the resources has its owner, and
access to resources is cleared in time-and-space divided mode for numerous members of the virtual
organization. The virtual organization can be created dynamically and has a limited lifetime.

In that way, following [3], one can define Grid as a spatial distributed operating environment
with flexible, secure and well-coordinated resources distribution for accomplishing applications in
virtual organizations created dynamically.

The ideas of the Grid were brought together by scientific community. Research and
development of Grid at the initial stage were focused on supporting high throughput scientific-
technological computing tasks. As a result, a number of protocols have been suggested. These included
communication and secure authorization protocols as well as […] protocol for accessing the remote
computing, file and information resources. The set of protocols is sufficient for running and controlling
tasks as well as delivering input and output files. The protocols were supported by means of realization
of host system Globus Toolkit [4]. Globus Toolkit (GT) and a number of software products developed
on its basis have formed a software component of several large Grids, including DataGrid [5] and
GriPhyn [6]. The applications for processing the results of experiments in nuclear physics were
installed on these Grids.  Integration of distributed resources became of utmost importance and proved
to be extremely useful for processing large data volumes and solving massive computational problems.

The main provisions of Grid software architecture standard proposed in [7] (OGSA - Open
Grid Service Architecture) follow the object-oriented model and consider the Grid service as a key
object. By means of service remote call methods the application receives a definite servicing type. In
that way, unification of different functions such as access to computing and storage resources, to
databases and any software data processing is accomplished.

Architecture of the Grid-services solves a problem of distributed environment –
interoperability problem by means of standardization of the way of service interfaces description. In
this regard OGSA is based on the Web-services standards [8].

Beginning from the version 2.0 Globus Toolkit became a de-facto Grid standard accepted by
scientific community as well as by the leading players of IT industry [9]. Because GT from the very
beginning have been carrying a status of open software, by the present moment considerable
experience of its application in large-scale projects have been accumulated. By using the GT tools
different groups of specialists have developed additional services for file replication, authentification,
task management, etc. In 2003 the first version of toolkit based on OGSA architecture, namely Globus
Toolkit 3.0 was launched.

• Problems of Grid implementation and development require to solve a number of tasks, which
solving is impossible without using mathematical methods. It is possible to make out the
following directions of investigations in this field:

• Formalization of construction of GRID structure as a whole;
• Planning of flows in the network graph with the purpose to grant to an user both terminal and

network resources;
• Forecasting of a situation (congestion of resources, time of performance of the tasks, etc.);
• Formalization of processes of search and granting of resources with the purpose of

development of appropriate protocols;
• Adaptive resources management.
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2. Modeling of tasks distribution in distributed resources network

In this article, we shall deal with the last direction and consider certain aspects of operation of
the systems consisting of pre-assigned number of distributed computing resources and separate users,
remoted from the resources, that access them in order to accomplish the newly arising tasks.

Let’s extract the key factors dealing with the logics of “user-resource” interaction
organization from the problem of complex computing realization on distributed resources.

At the same time we do not touch the issues of software, technical and any other support of
such interaction. Principal attention should be given to preparation (parallel processing) of service task
and to selection of concrete resources for carrying out computing. For making analysis of these
problems a general model scheme should be worked out. Within the scheme different models allowing
formulation of concrete mathematical tasks can be considered. The ways of solving the assigned tasks
can be discussed as well.

2.1. Conceptual model development

The main purpose of the model is to provide a general logical scheme that could describe the
key directions within the problem of collective use of distributed computing resources such as the
analysis and optimization of the processes of tasks distribution and accomplishment.

The model must be designed in such a way that the main problems amenable to mathematical
formalization and deal with calculation of characteristics interaction of “user-resource” type,
scheduling these processes and executing instant management over them can be stated within it. The
model must take into account the following factors:

- A system that is being modeled consists of the following components: 1) Computing
resources 2) Resource users 3) Telecommunication network for exchanging information between
resources and users.

- Resources are understood as any technical means and facilities that are capable to provide
the users with processor time and access to main storage and read-only memory, software systems and
databases. Depending on the situation, the resource role can be played by different objects from PC to
powerful territory distributed computing complexes.

- Resource users can be regarded as different arbitrary users from physical persons to
intergovernmental organizations.

- Connecting telecommunication network can be different depending on the situation; it may
be one or several local or global networks, their usage making possible to provide interaction between
the system participants under consideration.

- All the system components are not static and their characteristics change during the period
that is shorter than characteristic modeling time.

- All the participants of the system under consideration are independent from each other and
their vital activities not necessarily come to accomplishment of certain functions within the system
under consideration.

-  The main system participants can form sub-systems. It is dynamic aggregation that can
reflect physical peculiarities of the objects under consideration as well as ones of “virtual” nature.

- A system as a whole, its main participants such as the resources and users, sub-systems that
are built from separate components – all these carry the features of purposeful behavior. The purpose
of the system’s functioning, in the broadest sense, consists of the most advantageous and full
utilization of resources for maximal accomplishment of user’s queries.
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- The above-mentioned factors must be reflected in the model, preferably, in formalized,
algorithmically precise form. But at the same time, because of the breadth of problems related to the
processes of collective usage of computing resources, the model can admit non-formal, verbal
descriptions along with purely analytical units and the usage of a formal body of mathematics.

2.2. Stating certain mathematical and algorithmic problems

2.2.1. A problem of optimal task partitioning. This problem statement was initiated by
application works carried out by Computing Center of the Moscow State University, Russia [10] and
must reflect the following qualitative features of a real object.

A resource user must accomplish a single task by using the services of several computing
resources. The task in question cannot be fulfilled completely during the appropriate user time on any
of the available resources. The user must divide the task into parts and access different resources by
forwarding them in task fragments. Reduction of the volume of forwarded portions lowers the risk of
undesirable, depending on the resource condition, interruption of the task fulfillment. However, too
small portions may be disadvantageous due to their very large number resulting in unjustified
additional time losses. Selection of “partitioning diameter” (during planning stage, or in the process of
task accomplishment) is the subject of optimization task.

2.2.2. A static problem of task distribution among computing resources. This problem
statement corresponds to conception of functioning of the upper level of Grid system management (the
level of resource broker). Its mathematical base is a discrete-combinatory problem of assignment.

The problem consists of finding the optimal schedule of task distribution among computing
resources at the stage previous to direct accomplishment of these tasks.

Limitations of the model are the current or forecasted characteristics of the nodes of
information and computing network that are determined at the lower level of management system (the
level of local Grid system resource manager). These characteristics can be, for instance, the number of
processors, memory capacity, local schedule of task accomplishment, etc. Optimization criterion must
contain the factors reflecting the user’s budgetary capabilities and aspiration of the resource supplier
for maximizing his profits.

2.2.3. A dynamic problem of resource selection management. This problem statement
corresponds to conception of functioning of the lower level of Grid system management (the level of
local manager). Its mathematical base is a theory of Markov sequences control.

The problem consists of selecting a strategy of resource selection during direct
accomplishment of the tasks. This strategy should use as a base the schedule of task distribution that
was worked out at the upper level of management system and adjust the schedule in real time
proceeding from observation of the process’s current states.

For solving the problem statements listed above, there should be worked out the methods and
algorithms of their solution. A computer model of double-layer system of interaction between resource
suppliers and users should be built. A software system must implement the following models and
algorithms:

- Algorithm of assignments problem solving as applied to a problem of creating the optimal
(static) schedule of resource distribution at the highest level of management system.

- The process that simulates accomplishment of tasks from different users on distributed
computing resources.
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- Algorithm of resource selection adaptive management at the low level of managing system that

was integrated into simulation model of task accomplishment process.

2.2.4. A problem of selecting efficient task servicing discipline. While allocating their
resources for public usage, the owners are interested in the most efficient use of their resources.
Usually, while solving the problem of resource distribution, it is implied that the effectiveness
functions are the system’s augmented throughput, or decreased tasks execution time. However, it is
necessary to keep in mind that the significance of tasks accomplishment increases with approach of the
term of applied task accomplishment. Therefore, it is necessary to study the service disciplines, where
the decisions regarding task accomplishment priority and allocation of the parts of resources depend on
the current state.

A queueing system is considered here, where the calls are characterized by a number of
parameters that influence servicing duration. In particular, each call is characterized by data volume
that decreases in the course of servicing. Instantly the system can service only one query.

For the system under consideration one must use service disciplines with time-sharing.
Among the simplest algorithms of that type is Round Robin, where all the calls are served in the order
of their arrival according to time quantum cycle after cycle. But it would be natural to assume that
there should exist algorithms with more complex, but more efficient servicing schemes. Under such
algorithms the servicing efficiency criterion is considered to be not only the maximal data processing
speed of a server but also responsiveness of the user’s interest.

It is intended to use algorithms where servicing priority is given to queries that were sitting in
the system for the longest time. In the beginning, all the queries are serviced during one time quantum.
If a query was not served completely during that period, then it is moved to the next group where more
time quanta are allocated for servicing of the queries, etc. There are very many variants of servicing
discipline selection. For studying different query servicing algorithms and choosing the most efficient
servicing schemes, it is necessary to develop the emulation model that can be used for tackling
different variants and selecting the values of corresponding parameters.

Conclusion

Grid is a distributed software-hardware environment with new organization of computing and
task/data flow management principally. When Grid infrastructure is created, the problem of efficient
resources’ use organization arises. Within this problem one can point out the necessity of developing a
general model of the processes of tasks distribution among computing resources of distributed
computing system and creating the methods and algorithms for solving particular optimization
problems. Among them are the problems of controlling the volumes of forwarded tasks, optimal
selection of appropriate resources on the stage of task preparation and accomplishment, determining
the efficient disciplines of task servicing, etc. At present, authors actively work in this direction. The
relevant R&D results will be published in the next articles.
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Abstract

The Bayesian approach for certain tasks of queueing systems theory and reliability theory is
introduced. The method provides the randomization of system characteristics with regard of a priori
distributions of input parameters. This approach could be used, for instance, for calculating average
values and for construction of confidential intervals applicable for performance and reliability
characteristics of large groups of systems or devices.

1. Introduction and main assumptions

Theory of queueing systems is a well-developed mathematical discipline. Based on it a substantial
number of positive R&D results have been generated. The results obtained in studying queueing
systems and networks proved to be of significant profundity and importance from mathematical and
practical points of view. In fact queueing systems and networks are able to model a broad class of real
systems, info-telecommunication systems and networks being in the first place. In order to reflect real
processes in a more adequate way, the present development of queueing theory is being carried out
mostly with a focus on studying more complex service disciplines, input flows and service time
distributions with more and more complicated probabilistic characteristics.

One of the directions of generalization of problem formulations is the complication of probabilistic
structure of one or more queueing systems input parameters. Instead of considering traditional input
flows, the researchers study Cox flows, self-similar flows, Markovian and semi-Markovian flows, etc.
Similar generalizations are made regarding service times distributions. To some extent, these
generalizations can be interpreted as the randomization result of these or those parameters of more
“simple” flows and service times distributions. Thus, Cox process is obtained as a result of special
randomization of Poisson flow intensity, etc.

2 This work was supported by the Russian Foundation for Basic Research, grant 05-07-90103
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All these generalized modern formulations assume that stochastic method of randomization “affects”
the parameters of a system precisely during its functioning, meaning that we primarily know the kind
of the system we are “dealing with”, even when the system is rather complicated and then we study
characteristics of this particular “primarily fixed” system. However, in real life often the system under
study is specified in some sense vaguely, or inaccurately. For example, even when we deal with the
simplest systems of M|G|1 type, we may not know a priori the input flow parameter λ  and the service
parameters µ  and 2σ . Such situations can occur studying the whole class of queueing systems when
the only known characteristics are the input flow types the service distribution and the service
discipline, but at the same time the concrete parameters of these flows and distributions, generally
speaking, vary for different queueing systems of a given class. A researcher does not know a priori the
queueing system belonging to the given class he is dealing with. For example, such situation can take
place testing a series of uniformed commutation or transmission devices manufactured by the same
company. Spread in some of their performances can be explained by natural technological deviations
during manufacturing process. In this particular case, since the unknown characteristics are the “initial”
parameters of the flows and service times, a natural thing could be the use of a randomized approach
according to whch the values λ , µ  and 2σ  become the elements of a probabilistic space, but in
general, one can speak about probabilistic space with uniformed queueing systems being its elements.
In this situation it is quite natural that the calculated characteristics of such randomized queueing
system are randomization of similar characteristics of “usual” queueing system of similar type taking
into account a priori distribution of queueing system input parameters.

So, in the same example concerning a M|G|1 queueing system there arise the tasks of “common”
characteristics randomization of such systems with regard for a priori input parameters distributions. In
other words, we can make assumption about exponential, uniform or any other distribution of one or
several values λ , µ  or 2σ  (that become random variables under such approach), about their
dependence or independence, etc. The obtained results could be used, for instance, to calculate “in
general” average values and to construct confidential intervals applicable for these or those
characteristics of the queueing system class under consideration.  Naturally, such approach queueing
models development can be called Bayesian and it was formulated for the first time in [1].

The Bayesian approach can be used also in  problems of reliability estimation. As it is known (see [2]
), the availability factor of the restorable device in a stationary mode can be calculated using the
formula

,11

1

µλ
µ

µλ
λ

+
=

+
= −−

−

k

where -1 is the average operating time between failures, and -1 is the average restoration time. If we
accept the hypothesis stated above that the device under consideration is randomly selected from some
set of similar devices whose average reliability characteristics vary, then according to the reasonings
presented above, values  and  could be considered as random. Hence, under these assumption the
availability factor k is random, too, and its distribution depends on distributions of  values λ , µ . The
obtained results in this field could be used, for instance, for calculating “in general” average values and
for the construction of confidential intervals  for reliability characteristics of the overall set of
investigated devices.
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2. The Bayesian approach to queuing systems.

In order to explain the essence of the task formulation we present the following example. Let us
consider a situation when an observer deals with rather large series of queueing systems M|M|1|0 that
differ only in service distribution parameter.  In particular, these can be certain devices, commutators,
routers or any other servicing tools. It is known in advance that their functioning  can be modelled by a
system belonging to the above-described type., i.e these systems have identical service discipline,
types of  input flow  and of service times distribution.

This example assumes that the input flow characteristics are also identical for all the systems of a
given series; only numerical characteristics of service are different (i.e. the parameters of exponential
distribution).

Dispersion in characteristics  of service is due to technological (design) reasons and the main aspect of
the problem statement is the fact that the researcher does not know what the real value of service
parameter of the system belonging to a given series under study that was selected by him at random.
The only thing that he knows is “a priori” distribution of this parameter (since the series is supposed to
be large, one can consider stochastic phenomena in relation with that series and introduce probabilistic
distributions). The researcher is interested in finding out service characteristics for a series as a whole
(or characteristics of the system “selected at random”). Obviously, along with traditional factors of
stochasticity that occur in queueing systems (stochasticity of input flow and service processes), there
appears one more factor of stochasticity related to randomized selection of the system under study.

Let us assume that the service parameter µ  of the systems under study can take only two values: 1µ
and 2µ  with probability 1p  and 2p , respectively. In “physical terms” it means that among the system
series under study (routers, machine tools, etc.) only two “varieties” of servicing devices occur.
Devices belonging to the first variety provide the service with parameters 1µ , while devices of the
second variety provide the service with parameter 2µ .  Then the loading factor of the system “selected
at random” becomes the random variable that takes the values 1/ µλ  with probability 1p  and 2/ µλ
with probability 2p . The steady-state probability of blocking the “selected” system due to the
interference of the random factor of selecting a concrete system becomes “random” itself and takes the
values )/( 1µλλ +  with probability 1p  (it is the probability that a system belonging to the first variety
has “fallen into the researcher’s hands”) and )/( 2µλλ + with probability 2p  (meaning that a system of
the second variety “has fallen into the researcher’s hands”). It is natural that the “averaged” blocking
probability of such “Bayesian” queueing system is equal to )/()/( 2211 µλλµλλ +++ pp .

As we can see, there is no need to use the methods of queueing theory for studying the Bayesian
queueing systems. Bayesian system is “randomization” of a certain “ordinary” queueing system,
meaning that the Bayesian queueing system characteristics can be calculated by means of randomizing
subsequent averaging (by a priori distribution of the parameter or parameters) of the “ordinary”
queueing system characteristics that have been calculated earlier by using the methods of queueing
theory. In other words, the mathematical part of the job comes to this particular randomization and
averaging. At the same time, it is an expedient from both technological and conceptual points of view
to accomplish randomization of stationary characteristics of “ordinary” queueing systems and obtain
the steady-state characteristics of Bayesian queueing systems.
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We would like to point out one more substantial model that can be described mathematically with the
help of Bayesian queueing system. Let’s assume that a researcher considers not a series of systems
with quantitative parameters that change with the time. For example, there exists a servicing device,
one of its elements being replaced by another one at the moments that we do not know beforehand,
then being replaced by the third one, etc. Such a system can be the frontier post at the airport, where an
officer on duty is relieved from time to time at the moments not known by the observers (passengers).
The only things an observer knows are the probability that he will have “come upon” a certain concrete
frontier officer and an average time of passport checking by each frontier.

Under such approach the system structure and service discipline do not change with the time while
only quantitative parameter of distribution of service changes (e.g. intensity).  The input flow
parameter can change in a similar way. There is no information about the moment when changes
occur. The researcher is aware only of distribution of the values of “changeable”, random parameters
he “comes across” while examining the system at a “random” moment of time.

Since it is assumed that the researcher does not have any information about the moments of the system
“reorganization”, and even about distribution of these moments, it is impossible to describe transient
processes within such kind of a system. Therefore, it is possible to carry out analysis (and subsequent
randomization) of only steady-state distributions of the queueing system under analysis. In order to
give  meaning to this problem statement, it is necessary to make an assumption that the system changes
quite “rarely” so that at each interval of constancy of the parameters, the queueing system “had time”
to reach steady-state condition. Of course, the results of such analysis will be rough because steady-
state condition, strictly speaking, cannot be reached in real life.

3. Simple models of “ Bayesian” queueing systems

Below two more simplest models of “Bayesian” queueing systems are presented in order to provide
further elucidation of specific character of the problems that emerge under such an approach and of the
obtained obtained results.

Uniform distribution of λ  and µ : loading factor

Let us consider an arbitrary queueing system with input flow intensity λ  and service intensity µ . The
loading of such system is equal to µλρ /= . As it is generally known, the availability of steady-state
mode of the system under consideration depends on the value ρ  which apperas in many formulae that
describe characteristics of different queueing systems. Hence, the study of the value ρ  should be
considered within the frames Bayesian theory of queueing systems.

The variety of possible and interesting distributions of variables λ  and µ  for their joint applications is
rather wide. We consider one of the simplest but at the same time very common in practice cases when
the values λ  and µ  are independent and uniformly distributed on some certain pre-determined
segments. Such model is good for describing situations when some legitimate interval of values  have
been assigned for both values λ  and µ  (or for any of them), but the real value λ  or/and µ  can vary
within such limits.
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Assume that the random variable λ  has a uniform distribution on the segment [ ]λλ ba , , the random
variable µ  has a uniform distribution on [ ]µµ ba , , with λλ ba ≤≤0 , µµ ba ≤≤0 .

In this case, the cumulative function of the random variable µλρ /=  distribution can be written down
as follows:

{ } µλρ
µλ µµλλ

dd
abab

xP
x

∫∫
< −−

=<
/

11

Subsequent calculations depend essentially on relation between the values µλ aa /  and µλ bb / . Let us
suppose for the sake of definiteness that µλµλ bbaa // ≤ .  Then:

provided µλ bax /≤

{ } 0=< xP ρ ,

provided µλµλ aaxba // ≤≤

{ } ( )
x
axb

KxP
2

2
λµρ

−
=< ,

provided µλµλ bbxaa // ≤≤

{ } ( )µµλ
µµρ abax

ba
KxP −








−

+
=<

2
,

provided µλµλ abxbb // ≤≤

{ } ( )
x

xab
KxP

2
1

2
µλρ

−
−=< ,

provided µλ abx /≥

{ } 1=< xP ρ ,
when

( )( )λλµµ abab
K

−−
=

1 .

Let us derive the density of random variable ρ :
provided µλ bax /≤

0)( =xf ρ ,
provided µλµλ aaxba // ≤≤











−= 2

22

22
)(

x
ab

Kxf λµ
ρ ,

provided µλµλ bbxaa // ≤≤
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
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provided µλµλ abxbb // ≤≤
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



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−=

22
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2

2
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provided µλ abx /≥

0)( =xf ρ .

Through accomplished elementary calculations, we derive the average value and the second moment of
random variable ρ , that are respectively equal to:

ρ  =
µ

µ

µµ

λλ

a
b

ab
ab

ln
)(2 −

+ ,

2ρ  =
µµ

λλλλ

ba
bbaa

3

22 ++ .

It is evident that if 0→− λλ ab  and 0→− µµ ab , i.e. contracting the range of the random variable λ

to some fixed point 0λ , and the range of the random variable µ  to some fixed point 0µ , the value
ρ , as it should be, tends to 00 / µλ , and the value 2ρ  tends to 2

0
2
0 / µλ .

Moreover, we note that the dependence of the average value of ρ  on distribution λ  is reduced to
dependence on the mathematical expectation λ . At the same time, dependence of ρ  on parameters
of distribution µ  has a more complex look.

In the case µλµλ bbaa // ≥  , the formulae for calculating the ummulative  and density functions of
the random variable ρ  are similar. The mathematical expectation and the second moment of the
random variable ρ  in this particular case coincide with the values that have been calculated previously.

Based on the obtained results, it would be easy to calculate other necessary characteristics of value ρ .

It is worthwhile to observe that the examined model allows to study an important situation when
µλ <  has the probability 1.  In this case 1<ρ , which is the condition of ergodicity of the systems

having one servicing device. By virtue of postulated independence of random values λ  and µ , and the
condition for µλ <  is satisfied only if the condition µµλλ baba ≤≤≤≤0 holds.

Exponential λ  and µ  distribution: loading factor, probability of losses in the system  M|M|1|0
and avalaibility factor
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Let us consider another probabilistic model for the values λ  and µ . In a situation when there is no a
priori information about their mean values, it we can consider as a “first approximation” a model
where λ  and µ  are exponentially distributed with known averages, 1/l and 1/m respecticely).
Assumption about λ  and µ  has been retained.

So, the cummulative function of the random variable λ  distribution is equal to )exp(1 lu−−  and the
cummulative  function of the random variable µ  distribution is equal to )exp(1 mu−− .  As we did in
the previous section, le us first of all consider µλρ /= . Obviously, for 0≥x  we get

{ } { } { } { } [ ] =−−−=<<=<=< ∫∫
∞∞

dymymlxyydPxyPxPxP
00

)exp()exp(1µλµλρ

lxm
lx
+

=

Hence, it follows in particular that the random variable ρ  in this case does not have any moments of
the first and higher orders, as distinct from the situation described in the previous section. However,
some other characteristics of Bayesian queueing systems, depending on random variable µλρ /= ,
can have finite moments. Let us consider, for example, the queueing system of M|M|1|0 type. The
probability that a signal has been received by the system will not be lost in a steady-state mode is equal
to ( )ρπ += 1/1  according to Erlangian formulae. As for the Bayesian problem statement, this
probability becomes “random” by itself. Let us consider the distribution of the random variable π
under the conditions of the model under study.

Provided 10 ≤≤ y

{ } { }
)1(

/)1(
ylmy

myyyPyP
−+

=−>=< ρπ

Correspondingly, the random variable π  density is equal to
[ ]2)1( ylmy

ml
−+

, while the averaged

probability that the call is not lost looks as follows

π  =
[ ] ( ) 






 −+

−
=

−+∫ 1ln
)1( 2

1

0
2 m

l
l
m

lm
mldy

ylmy
mly .

It would be easy to calculate also the second moment of the random variable π  as well as its other
characteristics. Let us note hat for m=l

π  = 1/2.

The value
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( )
µλ

µ
ρπ

+
=+= 1/1

is equal to value of the avalaibility factor k (see above). Hence, the distribution of the random
avalaibility factor in case of exponentially distributed λ  and µ  is presented above as the distribution
of random value π .

4. Conclusions

The results presented in this article, related to Bayesian approach for queueing systems’ and reliability
problems, are very preliminary, or “trial” ones. It is obvious that further advancement will require
consideration of such a priori distributions of the values λ , µ  and other traditional queueing systems
as well restorable devices input parameters that can be of practical interest. The distributions of the
variables that characterize the functioning of different system types can be calculated after they have
been randomized taking into account of the given a priori distributions.
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Abstract: This paper deals with study of the sufficient condition of approximation of raring process
with mixing by renewal process. We consider use the proved results to practice problem too.

   The limit theorems for raring processes were obtained by many .authors with use the different
technics [1-8] .  In the article [1] it was constructed the first model of Bernoullis’ rarefaction of
renewal process and it was obtained the elegant proof  of approximation of such processes by Poisson
process. The problem of necessary and sufficient conditions of such approximation was solved in the
articles [3, 5]. The  general procedures of construction a raring processes from initial processes were
considered in  works [2, 4, 6, 7, 8, 9].  The authors of articles [2,7, 9, 13] obtained new results for
concrete apllied models with help the proved  theorems of raring processes.

   This article is to some degree a continuation of [9]. In section 1 it is proved the limit theorem.
This proof is self-depended. It does not apply results of other offers.  In section 2 it is considered the
application of obtained results to concrete models.

   If we have a strictly increasing  almost sure sequence  of positive random values }0,{ ≥iiτ ,
0,1 ≥>+ iii ττ  then we can define random flow of points-events on the time axes. The moment

appearance of i -th event coincides with time iτ . Any underflow this flow is named raring flow. Thus
i - th event in raring flow has number )(iβ  in initial flow (it is clear that )(iβ i≥ ). At the beginning
we shall study the sequence )(iβ , 0≥i and then we shall construct this sequence for concrete model
of raring process.
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1. Limit theorem.

 Let us consider the sequence of discrete random values

}....,2,1{)(},,...2,1,0{,)( ∈∈ ttt ξξ

We are going to investigate distribution the following sequence

.1)),(()()1(),0()1( ≥+=+= mmmm βξββξβ

For this purpose, we introduce  the following objects

},)(:1{max)( tmmtv ≤≥= β )(kα
0

sup
≥

=
x kxx FBFA +≥≤ ∈∈ ,

sup |)()/(| BPABP − ,

      here ),)((),,)(( xssFxssF xx ≥=≤= ≥≤ ξσξσ .

 Statement.The following inequality holds for any 0>x

xt
xmP

≤
=< max))(( β )1]([))(( +< x
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xtP ξ .

Proof. We have by definition of )(mβ
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= 
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x

i m
xix ξ

from latter one proof follows.

Now we will proof the limit theorem for random values )(mβ  in case when process
)(tξ depends on parameter n . The dependence on n  means , in this case, that sequence processes
)(tnξ  must convergence to infinity (in some sense) at fixed t  under ∞→n . Such situation occurs in

practice problem very often.  The parameter n  is index for all values which are defined by )(tnξ . For
example, the values )(tv  transform to )(tvn .

Let
∞→

⇒
n

 denotes weak convergence of random values or distribution functions. Let )(tN  is equal

to number of renewals on the interval ],0[ T of renewal process








≥∑
=

1,
1

i
i

k
kη . This process has the

following property ( ) ( ) .2),(),( 211 ≥=≤=≤ ixRxPxRxP iηη   Here )(),( 21 ⋅⋅ RR  are  a
distribution function.
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Theorem 1. If sequence of numbers ∞→nc  exists such that the following conditions hold :

1) ( ) =≤−

∞→
xcP nnn

1)0(lim ξ ;)(1 xR

2)
tan ≤≤∞→ δ

suplim | ( ) |)()]([ 2
1 yRyccP nnn −≤−δξ ;0=

δ  -- any positive number, ∞<t , functions )(yRi are continuous distribution functions for
0>y ;

3)
∞→n

lim 0)( =nnn ccα ,

then )()(
n

tNtv nn ∞→
⇒  for every fixed t .

Proof. We denote by 1),( ≥mmkβ the sequence which is defined  by the  sequence )(mβ  under
condition k=)0(ξ . That is ( ) ( )ksmPsmP kk ==== )0(/)()( ξββ .

Further { }tmmtkv k <≥= )(:1max),( β .
We define the following sequence of random values )(mkν :

1)),(()()1(),()1(,0)0( ≥+=+=≡ mmmmk kkkkk νξννξνν .

Further let { }tmmtV kk ≤≥= )(:1max)( ν .
Now we introduce the sequence of random integer numbers 1),(, ≥mmklβ , which have

the following distribution function

( ) ( ) { }kllklsmPkllsmPsmP klkl ==−−======= + )(,)0(/)()(,)0(/)()(, ξξνξξββ .

We will denote by { }.)(:2max)( ,, tmmtv klkl ≤≥= β
 By the definition of )(tv  and ),( tlv we have stochastic equalities (right and left parts have the

same distribution function)

( )( ),1),()0()(
][

1

+== ∑
=

tlvlItv
t

l

ξ ( )( ),1)()0(/)(),( ,

][

1

+=== ∑
−

=

tvlklItlv kl

lt

k

ξξ

here the function )(⋅I   is indicator function of sets.

Applying indicator identity

( ),1)(1)( −⋅+=⋅ xxI sIs
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we get

( )( ),1)0(1 1),(
][

1

)( −=+= +

=
∑ tlv

t

l

tv slIMsM ξ

( )( ),1)0(/)(1 1)(
][

1

),( , −==+= +
−

=
∑ tv

lt

k

tlv klslklIMsM ξξ

here )1,0(∈s .

If the )(tξ  depends on the parameter n , then latter equalities have the following forms.

Put

),(),,( ,
)()( , stcfsMstcgsM nkn

tcV
nn

tcv nknnn == .

Further

( ) stPstcg nnn +≤−= )0(1),( ξ ( )∑
=

=
][

1

)0(
t

l
n lIM ξ ),( tclv nns ,

( ) ( ) )(
][

1

),( ,,)0(/)()0(/)(1 tcv
ltc

k
nnnnn

tclv nkln
n

nn slklIMsltclPsM ∑
−

=

==+=≤−= ξξξξ  .     (1)

We will divide  the sums in the right parts equalities  (1) into two sums:

∑∑
+

+
][

1][

][

1

tc

c

c n

n

n

δ

δ

                                                            (2)

The first sum we can make less than given number. This follows from the conditions 1,2 and
continuous of functions )(⋅iR  in zero.

The second sum consists of the expectations of two random factors. These factors are bounded by
one and measured with respect to σ -algebras xF≤ , δncxF +≥  respectively. The latter one enables us to
change every summand of second part of (2) by factor of expectations of the  given random values
with error less than )(2 δα n  (look for example (20.29)[10]):

We have the following  estimates under δncl ≥

| ( )lMI n =)0(ξ ),( tclv nns  - ( )lMI n =)0(ξ ),( tclv nnsM | ≤ )(2 δα nn c ,
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),( tclv nnsM = ∑
−

=

ltc

d

d
n

s
][

0

( )( ±=−>+−≤ lltcdltcdP nnlnnln )0(/)1(,)( ,, ξνν

( )) ,
)(

,,
,)1(,)( n

ltcV
nlnnln

nlnsMltcdltcdP πνν +=−>+−≤± −

here ∞<≤ KcK nnn ),(|| δαπ .

( ) ( ) )()()0(/)( δαξξξ nnnnnnn ctclPltclP ≤≤−=≤ .

Further we have estimates in case δnck ≥ :

( ) ( ) )(2|)0(/)()0(/)(| )()( ,,,, δαξξξξ nn
tcv

nn
tcv

nn csMlklMIslklMI nklnnkln ≤==−== ;

∞<≤− −−+

11
)()( ),(|| ,,, KcKsMsM nn

kltcVtcv nklnnkln δα .

Now we can rewrite of (1) in the following form

( ) ( ) ,),()0()()0(1),( ,

][

1][
1,1, sltcflPsbatPstcg nln

tc

cl
nnnnnnn

n

n

−=+++≤−= ∑
+= δ

ξδξ

=− )(, ltcf nln

( ) ( ) ],[),,()()()(1 ,

][

1][
2,2, δξδξ

δ
nnkln

tc

ck
nnnnn clskltcfklPsbatclP

n

n

≥−−=+++≤− +
+=

∑

here

( ),)0(0)(;2,1,),(|| 1,, δξδδα nnninniin Paikckb ≤<≤=∞<≤

( )δξδ
δ

nn
cq

n qPa
n

≤<≤
≥

)(0sup)(
][

2, .

Further we introduce a sequence of independence random values with
the same distribution function { }1),,( ≥knk δη under fixed δ . The distribution function

is defined by the following equality

( ) ( )xcPxnP nn ≤=≤ )(),(1 δξδη .

We will denote
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{ }tnSmtDnnS m

m

k m
nkm ≤== ∑

= ≥
),(:sup)(),,(),(

1 1
, δδηδ δ .

( ) ),(:)( ,
0

,
)(, stFdtDPssM n

d
n

dtDn
δδ

δ === ∑
∞

=

We will estimate of difference of δnnln clsltcf ≥− ),,(,    and ),(, sltcF nn −δ .
The definition leads to

( )∑
−

=

−>+−≤=−
][

0
,,, )1(,)(),(

ltc

d
nlnnln

d
nln

n

ltcdltcdPssltcf νν .

Further we get  for 0=d  by condition  2

( ) ( ) ( )ltccPltccPltclP nnnnnnnnn −≥+=−≥±−≥ )()()( δξθδξξ .

Here and after the designation nθ  means that we have some sequence of numbers such that it
convergences to zero under ∞→n  and the following condition holds

( ) |)()]([|supsup2|| 2
1 yRyccP nnn

tty
n −<∆≤ −

≤∆≤≤
ξθ

δ
.

We have for ( ) =−>−≤= ltcltcPd nlnnln )2(,)1(:1 ,, νν

( )∑
−

=

=−−>+==
][

1

)(,)(
ltc

k
nnn

n

kltclkklP ξξ

( ) ( )=−−>+=++= ∑
−

=

kltclkPklPra nn

ltc

ck
nnn

n

n

)()(
][

][
,1,, ξξ

δ
δδ

= ( ) ( )=−−>=+++ ∑
−

=

kltcnPklPra n

ltc

ck
nnnn

n

n

),()( 2

][

][
,1,, δηξθ

δ
δδ

( ) −=−+++= 1)(,,1,, ltcDPra nnnnn δδδ θ

( ) ( )( )∑ ∑
−

= =

=−=−
][

][ ][
1 ),()(

ltc

ck

k

cs
n

n

n n

snPslP
δ δ

δηξ ( ) =−−= kltcnP n),(2 δη       (3)

( ) 1,, 1)( nnn ltcDP πδ +=−= .
Here

( ) ( ) )(2||max,)(2|| ,,1,2,1,,1, δαθδαπ δδδ nnnininnnnnn craaca ==++≤
=

.

We used the Abel's transformation ([12], Chapter XI , Sec.383),  for sum of pair factors of (3).
Similar considerations apply to the case 2=d . Thus applying (3) we get

( ) ++=−>−≤ 2,,,, )3(,)2( nnnlnnln raltcltcP δνν
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( )∑
−

=

=+
][

][

)(
ltc

ck
n

n

n

klP
δ

ξ ( ) =−−>−−≤ ++ kltckltcP nklnnkln )2(,)1( ,, νν

( ) −=−++++= 2)(,,1,,2,, ltcDPra nnnnnn δδδδ πθ

( ) ( )( ) ( ) ( )( )==−−−=−−−=−=− ∑ ∑
−

= =

1)(1)1(),()( ,,

][

][ ][
1 kltcDPkltcDPsnPslP nnnn

ltc

ck

k

cs
n

n

n n

δδ
δ δ

δηξ

( ) 2,, 2)( nnn ltcDP πδ +=−= .

For the latter one we used the Abel's transformation too and the following equality which is
checked easy.

( ) ( ) ==−−−=−−− 1)(1)1( ,, kltcDPkltcDP nnnn δδ

( ) ( )kltcnPkltcnSP nn −−=+−−== ][),(][),( 12 δηδ .

The implicit introduced sequences have obvious sense and the following estimates take place
)(2|| ,2, δαδ nnn cr ≤ , ( )nnnnn ca θδαπ δ ++≤ )(4|| ,2, . It is no difficult to show with help

induction that we have for pd =  the following formulas

( ) =−>+−≤ ltcpltcpP nlnnln )1(,)( ,, νν

( ) ( )nnnnpnpnnn cappltcDP θδαππ δδ ++≤+=−= )(2||,)( ,,,, .

Thus we obtained next representations for fixed )1,0(∈s

=− ),(, sltcf nln ( ))1()(||,),( ,,,, nnnnnnnn ocaLLLsltcF ++≤+− δαδδδδ , ∞<L .

( ) ( ) ),,()0()0(1),( ,

][

1][
, sltcFlPsKtPstcg nn

tc

cl
nnnnnn

n

n

−=++≤−= ∑
+=

δ
δ

δ ξξ

( ) ++−≤−=− δδ δξ ,, )(1),( nnnnnn ZltccPsltcF

( ) ][),,()( ,

][

1][

δδξ δ
δ

nnn

tc

cl
nn clskltcFkcPs

n

n

≥−−=+ ∑
+=

.

Here the constructions of δ,nK  and δ,nZ  lead to the following relations

( ) ∞≤==
∞→∞→ 212,1, ,max;lim;lim llZlZKlK nnnn δδδδ ,
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and ( ) ( ))0()(2||,)0()(2|| 2211 RRZRRK −≤−≤ δδ δδ .
Combining construction of ),(, stcF nn δ , condition 2 and continuity of convolution
we conclude that the following limit exists

),(),(limlim ,0
stFstcF nnn

=
∞→→ δδ

as this limit is unique solution the following equation

),,()()(1),( 22 stFRstRstF ∗⋅++=         (4)

here symbol ∗  denotes of convolution of two functions.

The sequence of generating functions ),( stcg nn  has limit too

),(),(limlim
0

stgstcg nnn
=

∞→→δ

This limit is solution of the following equation

),()()(1),( 21 stFRstRstg ∗⋅++= .

The latter one and  (4) lead to proof of theorem.

Remark 1. We consider the extension of theorem 1. It consists in definition more weakly the
mixing coefficient than )(⋅α .

Suppose that sequence 1, ≥ncn  from theorem1 is defined. Now we take any sequence 1, ≥nrn ,
which satisfies the following condition ,∞→nr )( nn cor =  under ∞→n .

Further we construct truncated process:

nξ )(t




−≥−
−≤

=
.)(,

,)(),(

nnnnn

nnnn

rctrc
rctt

ξ
ξξ

and construct the σ - algebra ( )xttrF nnx ≤=≤ ),()( ξσ  too.

Now we define new mixing coefficient

( ) ( ){ }
ncxnx

x
nnn FBrFABPABPcr +≥≤

≥
∈∈−= ),(:|/|supsup),(

0
α .

Thus this coefficient is constructed only on those events from xF≤  on which the process )(tnξ  is
less of value nn rc −    under xt ≤ . Such coefficient is useful in those cases when time dependence  of
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researched  events is controlled by values of process )(tnξ . For example, if the event { }kxn =)(ξ
restricts of   investigation of such events by  interval ],0[ kx + .

Now we divide second sum of   (2)  in this way:

∑∑∑
+−

−

++

+=
][

1])([

])([

1][

][

1][

tc

trc

trc

c

tc

c

n

nn

nn

n

n

n δδ

 .                      (5)

We can do second sum from (5) less any given value due to continuity of ( )⋅iR .

Further we apply the transformation from the proof of theorem 1 to first sum with use coefficient
),( nnn crα .

Thus we can replace the condition 3 of theorem 1 the following condition

3' it exists such sequence 1, ≥nrn : ,∞→nr )( nn cor =  under ∞→n  that

0),(
∞→

→
nnnnn crc α  .

Remark 2.If the sequence { }0, ≥iiτ   be such that

..,.,lim 11 constsai ii
== −−

∞→
µµτ ,

then we get the following convergence under conditions theorem 1

( ) )()1(
21)( µτ β xRRxcP i

nnin

−∗

∞→
∗⇒≤ .

It follows from the known theorems of transfer (look, for example [11]).

2. Interaction of two renewal processes.

The model of raring process which is considered below is result interaction two renewal
processes. This model was offered in   [13] as the mathematical model of practice problem.

    Let us denote by Z  and H  two renewal processes : { } { }1,,1, ≥=≥= iHiZ ii ης .

We define stochastic characteristics of HZ , :

K,2,1,,
11

=== ∑∑
==

i
i

l
li

i

l
li ςϑητ  ; { } { },:sup)(,:sup)( 21 tntNtntN n <=<= ϑτ

0,)(,)( 1)(21)(1 21
>−=−= +

+
+

+ ttttt tNtN ϑγτγ  .
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The moments of time 1,, ≥iii ϑτ  are named renewal points processes H  and Z  respectively.
If we have a renewal points of the process Z  in interval ],( 1 nn ττ −   then we will say that the

renewal point nτ  is marked by process Z . The process H  marks a renewal  points of process Z
analogy.

Let us denote by L,,0 10
″=″ TT renewal points of H  which were marked by Z   and L,, 21

′′ TT
renewal points of Z  which were marked by H . It is clear that the following inequalities

L≤′≤″≤′<=″
2110 0 TTTT  take place. It is shown in [4] that sequence random values

K,2,1,,1 =′−″=″−′= − nTTUTTV nnnnnn ,

be Markov's chain. This chain is defined by transition probabilities

( ) ( )xPxVP <=< 11 ς , ( ) ( ) .,2,1,/,/ 1 K==<=< + nyUxVPyVxUP nnnn

It is easy to see that for investigation nn UV ,  it is necessary simultaneously to observe two raring
processes:

{ } { }LL ,,,,,,0 1211210
′−′′=′″−″″=″=′′ TTTTTTTTT  .

We will investigate these raring processes separately. We will use that the processes TT ′′′ ,  are
raring processes respect to processes ZH ,  respectively.

We take, for example, T ′′ . The T ′′ , as underflow of H , defines the following indicators



 ′′−

=
,

otherwise.0,
Tint,1

)(
tobelongsHofporenewalthiif

iχ

{ } .0,1)(:1inf)( ≥=+≥= ljljl χξ

Thus 1)),1(()1()( ≥−+−= iiii βξββ be number of the i -th event from H  which belongs
toT ′′ . The moment )(iβτ  is moment of appearance this event. We shall suppose that processes H  and
Z  depend on a parameter ∞→nn,  such that { } { }1,,1, ,, ≥=≥= iZiH inninn ςη  . Now the characteristics

these processes have forms: K,2,1,, ,, =iinin ϑτ , 2,1),(, =+ ktknγ .

Theorem 2. If the following conditions:

1) there are a positive numbers ∞→nc  and distribution function 0),( ≥xxG  guaranteeing the
following limit
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( ) ,0|)()(|suplim ][,2,
0

=−<+

≥∞→
xGtP nxnn

tn
τγ

here x  is continuous point of )(xG ;

2) ..,lim ,
1 constc

ncnnn
==−

∞→
µµτ

hold then ( ) 







→<

∞→ µ
τ β

xGxcP k

nnkn

*
)( .

Proof. We will check all conditions of Theorem 1 for process )(lnξ . We calculate the probability
( )mlP =)(ξ :

( ) ( )12, )(1)( +
+ <== llnPlP ητγξ .

( ) ( )212,12, )(,)(2)( ++
+

+
+ +<≥== lllnllnPlP ηητγητγξ =

= ( ) ( )12,212, )()( +
+

++
+ <−+< llnllln PP ητγηητγ .

…
( ) ( )klllnPklP ++

+ ++<== ηητγξ L12, )()( ( )112, )( −++
+ ++<− klllnP ηητγ L .

Thus

( ) ( )∑
=

===≤
m

k
klPmlP

1

)()( ξξ ( )mlllnP ++
+ ++< ηητγ L12, )( .           (6)

The latter one and condition 1 lead to the following convergence

( ) ( ) ( ) K,2,1,0),()()( ,
0

][,2, =→∈<=<
∞→

∞
+∫ lxGdtPtPxclP

nlnxcnnnn n
ττγξ  .

here 0>x  is continuous point of )(xG .

We have the following equality when it is considered that (6) holds

( ) ( ) ,0)()(/)( =≤+−≤≤+ srlPmlsrlP ξξξ    if rm < .

Now we have for any sequences of numbers nr  such that 0,, ≥<∞→ ncrr nnn

0,0),( ≥= ncr nnnα .
Thus all conditions of theorem 1 hold respect to process )(tnξ . Now the statement of theorem 2

becomes apparent if it is remembered the theorem of transfer.
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Example. Now we consider example of definition of sequence nc  and  limits'  function
)(xG from
Theorem 2. We shall suppose  that process Z  is Poisson process with parameter nλ   such that
0→nλ  under ∞→n . The process H  don't depends on parameter n . The renewal interval of H   has

finite expectation ∞<= 1ηµ M .

All these suppositions led to formula

( ) ( ) )(:)(
0

12, mGdyyPeP nm
y

nmllln
n =>=++< ∫

∞
−

++
+ τληητγ λL .

If we put ][ xcm n=  and make change of variables zyn =λ  then we get

( )dzzPexcG xcn
y

nn n

n∫
∞

− >=
0

][])([ τλλ .

Put 1: −= nnc λ . The indicator of set A  will be denoted by )(AI . The following convergences are
based on strong law of large numbers.

( ) xz

n
n

xz
nn edzzxIedzz

x
xPexcG n µλ µ

λ

τ
−

∞
−

∞→

∞

−
− −=>→










>= ∫∫

−

1
][

])([
00

1
][ 1

.

and

..lim sa
n

n

n
µ

τ
=

∞→

Thus we checked all conditions of Theorem 2. The function )(xG  (from condition 1 of theorem
2) be limit for the functions ])([ 1−

nn xG λ . In this example the moment of appearance k -th event in

flow ″
nT  has the following limit distribution function ( ) ( ) 0),()exp(1 *1

)( ≥⋅−→<
∞→

− xxxP k

n
nkn

λτ β .

It  is clear that similar example we may consider for process T ′ . In this case the process
H  must be Poisson with "rare" events and the process Z  must be a simple renewal process with

bounded expectation of time between neighboring  renewal point.
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TTHHUURRSSTT OOFF LLIIFFEE::
Two Gnedenko s Visits to the United States

Igor Ushakov

It won’t be an exaggeration to say that I never met a man with a stronger thirst for life, creating
good around him, and being a courageous man who also faced life’s test and terrible illness…

 I was really lucky: I had been working with Boris Vladimirovich for many years shoulder-to-
shoulder, traveled with him many business trips, spent many evenings with his hospitable family, he
was my guest as well many times…

It was my great privilege: Gnedenko visited me twice in the United States when I was working at
The George Washington University: in spring of 1991 and in summer of 1993.  I will try to present a
“photo report” of these events using only few words for comments.

USA-91

Just before B.V.’s visit I was appointed to an open-heart surgery. I begged my surgeon to
postpone the surgery for two days because I had to meet my teacher at airport who flew from Moscow.
My surgeon agreed with me that I will survive extra couple days without an artificial valve...

 Below: we met at the Washington’s Dallas Airport. As you can see B.V. – as usual, was strong
and smiling: nothing showed that he was already very sick… On his right – his son, Dimitri.

In an hour, we were back at our place. Back then we lived in Arlington VA, which was close
enough to The George Washington University.

It seems the long flight from Moscow did not make B.V. tired.
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Our first dinner: from left to right – Tatyana Ushakov, Dimitri Gnedenko and B.V

Another dinner: the table is full of everything (including, of course, a bottle of “Stoli”).
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 B.V. with his unavoidable glass of water and his constant kind smile.  He seemed not tired though the
day was tough enough: lecturing, visits…

When local university “paparazzi” had known about B.V.’s visit to the Operations Research
Department, they came immediately.  This photo made for the University weekly newspaper at my
office.

Here B.V. and I visited Professor James Falk who later was the editor of the book written by
B.V. and myself Probabilistic Reliability Engineering (John Wiley and Sons, New York, 1995).
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Three days later after B.V. arrival I was at the University Hospital for the surgery. During those
days, B.V. visited Professor Richard Smith at the University of North Carolina. By the time he came
back, it has been five days pass, I was back on my feet:  American hospitals are fast! The next day, still
with pain in my broken chest, I was at B.V.’s lecture as an interpreter...

As usual, B.V. was lecturing tremendously. Of course, he did not need me as an interpreter,
though I stayed at the podium hiding behind a lectern: I could not step down without someone’s help.
So I sat there very still, it was extremely painful to move…
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When B.V. finished the lecture and applause became silent, B.V. helped me rise to my feet. He
took my elbow and we slowly went down the steps off the podium. At that moment I joked: “B.V., can
you imagine what everybody is thinking, it is I who should be supporting you, not the other way
around…”  B.V. stopped in place and, shaking from laughing, said: “Igor, don’t joke like this! I am
afraid that we both might loose our balance and fall down…”

 Once there was B.V.’s interview with Professors Nozer Singpurwalla and Richard Smith at
which Dimitri and I were attending. (One could find that interview at No. 1 of our Journal.)
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At one of our dinners, Professor Falk with his wife Jean were our guests. It seems me that then
we asked Jim to be the editor of our book.

B.V. and myself spent a lot of time walking in Washington, D.C.  He was very attentive to my
conditions after the surgery, though my believe is that those frequent promenades made me physically
stronger in a very short time. When we walked through Arlington cemetery, B.V. sadly joked: “Here
we are, at the meeting with our future…”
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We spoke about various things, though almost never on professional themes. B.V. was
connoisseur in poetry, music, fine art… Once I remarked that I did not like anything created be Felix
Mendelssohn but his Violin Concerto…  B.V. did not point out my mistakes, but simply told me: “Igor,
try to listen to Mendelssohn’s music more. I’m sure that you will love him…” And that is exactly what
happened! Now Mendelssohn’s CD’s are next to Rachmaninov, Beethoven and Mozart.
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Next, I confessed that I did not like Pushkin3: “I understand that he is a great  poet but
emotionally I do not connect with his writing…”  B.V. responded: “Understanding of Pushkin came
with age…”  Well… I guess I am still too young for it!

Our evenings were social. Washington mathematicians invited B.V. for dinners where he always
a center of gravitation.  In those international communities his knowledge of English, German and
French was very useful...

3 Alexander Pushkin is a great Russian poet.
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 USA-91

In two years B.V. came to visit again.  This time I was able to arrange his visit to one of the
leading telecommunication company MCI.  Though B.V.’s illness was progressing, nobody except us
could tell anything was wrong. Being so much around him we began to notice that he got tired earlier.

Nevertheless, he was always in the epicenter of any discussion, his eyes were always glistering
with sincere interest to various problems. He compiled a dense plan of visits around the country.
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His first visit was to MCI Headquarter near Dallas (TX). He was introduced to the audience by
Chief Scientist Chris Hardy who first of all told how he convinced MCI top managers to invite
Gnedenko: “I told to the President of the company that visit of Professor Gnedenko to us is equivalent
to visit Norbert Wiener to Los Alamos Labs. It is a great honor for us!”

The photo below shows how Chris introduced B.V. to the MCI scientific community.

After the introduction, B.V. began with his lecture touching on some problems similar to the
company interests. That time he lectured sitting down on the chair: it was right after a long flight  from
Washington.
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The next day B.V. was accompanied by Dimitri and myself, took a plane to Boston where we
were met by my former PhD student Eugene Litvak from the Harvard University. Photo below: E.
Litvak, D. Gnedenko, B. Gnedenko and the author.

Since the audience was not “too mathematical”, B.V. chose an intriguing topic: “Probability
Theory from Medieval to Modern Times”. It is time to  point out that B.V. had always felt the audience
and possessed an astonishing ability of adaptation and changing the style and the level of his
presentation.
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B.V. was at his best. I knew that history of mathematics was “his love” but never imagined that it
was possible to tell about such “dry subject” so vividly!

Immediately after the lecture Dimitri measured B.V.’s blood pressure.  He was an excellent
“family doctor” who knows when and what medicine should be given to his father...



Reliability: Theory & Applications No.4, December 2006

- 57 -

mm
ee mm

oo ii
rr ss

It seems to me that it was the last serious B.V.’s trip… Time was inexorable… The illness
became out of control.  Nevertheless, he continued to work, wrote several books simultaneously.

When I visited B.V. the last time in Moscow in the summer of 1995, he practically did not leave
his chair in the dining room. I brought with me our book Probabilistic Reliability Engineering that has
been published recently by John Wiley.  Our second book Statistical Reliability Engineering in co-
authorship with my pupil Igor Pavlov was published in 1999... Sadly Boris Vladimirovich already has
passed away...
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Attantion!

The Russian version of the articles
is not authentic to the English ones.
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