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Guest Editorial 
 

      The papers collected in these 2 issues are works presented at the 1st Summer Safety and 
Reliability Seminars, SSARS 2007, held in Gdansk/Sopot, Poland, from 22nd of July 2007 until 29th 
of July 2007.    
 
      The Seminar was attended by 46 participants from 14 countries (Canada, Czech Republic, 
Germany, Greece, Italy, Lithuania, Netherlands, Poland, Portugal, Slovakia, South Africa, South 
Korea, Tunisia, United States). 
 
      The motivation behind this annual event series is to provide a forum for discussing, advancing 
and developing methods for the safety and reliability analysis of the complex systems and processes, 
which form the backbone of our modern societies. The subjects of the Seminars are chosen each year 
by a Program Board of selected experts in an effort to dynamically represent the methodological 
advancements developed to meet the newly arising challenges in the field of safety and reliability 
analysis.  
 
       This year the emphasis was addressed to the following subjects:  
 

• Natural Hazards Analysis and Environment Protection Modeling;  
• Reliability and Safety Data Collection and Analysis; 
• System Safety and Reliability Modeling, Dependence, Dynamic Reliability; 
• Risk Assessment and Management; 
• Maintenance Modeling and Optimization. 

 
      Both 1-2 hours lectures on advanced methods and technical presentations of 20-30 minutes on 
applications of such methods were offered during the plenary sessions and the seminar sessions, 
respectively.  
 
      The Advisory, Editorial and Organizing Boards have carried out the preliminary evaluation of the 
52 contributions selected for this year Seminars and sent out recommendations to the authors for 
improving their work.  
 
      The extended abstracts of all lectures and technical papers were collected in the SSARS 
Proceedings, which constitute an up-to-date reference textbook for the participants to the Seminars 
and all the researchers in the field. 
 
      The 43 papers and lectures presented at SSARS 2007 are presented in the two special issues of 
the Journal, grouped into a System Safety, Reliability and Maintenance Modeling Section and a 
Natural Hazards and Risk Assessment and Management Section. 
 
Guest Editors 
 
Krzysztof Kołowrocki, Enrico Zio              
                    
       SSARS 2007 Chairmen                                       
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1. Introduction
The paper is concentrated on the reliability analysis of
large multi-state parallel-series systems with dependent
and independent failures of components. A parallel-
series system with dependent components is
considered as a system of a number of parallel
subsystems linked in series, each of them composed of
components with dependent failures. The system is
failed if all components in at least one of its subsystem
are failed. In the reliability analysis of their parallel
subsystems, it seems natural to assume that the failures
of one or several of their components may cause the
reliability characteristics of their un-failed components
worsening. In such systems the increased load caused
by one or several of its components’ failures may
cause the increase of the failure rates of remaining un-
failed components. The rules of load sharing between
remaining not failed components that are the rules of
their failure rates increase may be different. In the
paper it is assumed that the load is distributed equally
among all un-failed components of considered parallel
systems and subsystems. This means that the failure
rates of these components are changing in an
analogical way that is the failure rates are increasing
with the same level.
Some results on limit reliability functions of two-state
parallel-series systems with equal load sharing among
components of parallel subsystems in a case when the

number of components in these subsystems is large
were obtained by Smith [6]-[7]. Other results on limit
reliability functions of two-state parallel-series systems
in a case of the parallel-series system structure’s shape
when the number of parallel subsystems is large were
fixed by Harlow and Smith [8]. Some partial results on
limit reliability functions in the first of these two cases
for multi-state parallel-series systems can be found in
my recent publications as well [1]-[2].

2. Reliability of multi-state systems
Taking into account the importance of the safety
effectiveness of large systems it seems reasonable to
consider the multi-state approach in their reliability
analysis. The assumption that the systems are
composed of multi-state components with reliability
state degrading in time without repair gives the
possibility for more precise analysis of their reliability
and safety effectiveness. This assumption allows us to
distinguish a system reliability critical state to exceed
which is either dangerous for the environment or does
not assure the required level of effectiveness of this
system exploitation. Then, an important system
reliability characteristic is the time to the moment of
exceeding the system reliability critical state and its
distribution, which is called the system risk function.
This distribution is strictly related to the system multi-

Blokus-Roszkowska Agnieszka
Maritime University, Gdynia, Poland

Analysis of component failures dependency influence on system lifetime

Keywords
component failure dependency, reliability characteristics, limit reliability function, transportation system

Abstract
In the paper the results of the reliability investigation of multi-state homogeneous parallel-series systems with
independent and dependent components are presented. The multi-state reliability functions of such systems and
other reliability characteristics in both cases are determined under the assumption that their components have
exponential reliability function. Moreover the asymptotic approach to the reliability evaluation of these systems is
also presented and the classes of limit reliability functions for the considered systems in both cases are fixed.
Finally, the presented theoretical results are applied to the reliability evaluation of the shipyard rope transportation
system. The comparison of the multi-state exact and limit reliability functions of the considered transportation
system under the assumption that its components are independent and under the assumption that its components
have failure dependency is performed and illustrated graphically.
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state reliability function that is a basic characteristic of
the multi-state system.
One of basic multi-state reliability structures with
components degrading in time is parallel-series system.
In the multi-state reliability analysis to define parallel-
series systems with degrading components we assume
that:
– Eij, ,,,2,1 nki K= ,,,2,1 ilj K= ,,,,, 21 nkn lllk K

,Nn ∈  are components of a system,
– all components and a system under consideration

have the state set {0,1,...,z}, ,1≥z
– the reliability states are ordered, the state 0 is the

worst and the state z is the best,
– the component and the system reliability states

degrade with time t without repair,
– Tij(u), ,,,2,1 nki K= ,,,2,1 nlj K= ,,,,, 21 nkn lllk K

,Nn ∈  are independent random variables
representing the lifetimes of components Eij in the
state subset },,...,1,{ zuu +  while they were in the
state z at the moment t = 0,

– T(u) is a random variable representing the lifetime
of a system in the reliability state subset

},,...,1,{ zuu +  while it was in the reliability state z
at the moment t = 0,

– eij(t) are components Eij states at the moment t,
),,0 ∞∈<t

– s(t) is the system reliability state at the moment t,
).,0 ∞∈<t

Under above assumptions we introduce the following
definition of multi-state reliability function of a
component.

Definition 1. A vector

   Rij(t ⋅, ) = [Rij(t,0),Rij(t,1),...,Rij(t,z)], ),,( ∞−∞∈t

where

   Rij(t,u) = P(eij(t) ≥ u | eij(0) = z) = P(Tij(u) > t),      (1)

for ),,0 ∞∈<t u = 0,1,...,z, i = 1,2,...,kn, j = 1,2,...,li, is
the probability that the component Eij is in the
reliability state subset },...,1,{ zuu +  at the moment t,

),,0 ∞∈<t  while it was in the reliability state z at the
moment t = 0, is called the multi-state reliability
function of a component Eij.
It is clear from Definition 1, that Rij(t,0) = 1.

Definition 2. A vector

)],(,),1,(),0,([),( ztttt
nnnnnnnn ,lk,lk,lk,lk RRRR K=⋅

where

))(())0(|)((),( tuTPzsutsPut >==≥=
nn ,lkR    (2)

for ),,0 ∞∈<t u = 0,1,...,z, is the probability that the
system is in the reliability state subset },...,1,{ zuu +  at
the moment t, ),,0 ∞∈<t  while it was in the reliability
state z at the moment t = 0, is called the multi-state
reliability function of a system.
If

)],(,),1,(),0,([),( ztptptptp K=⋅  for ),,0 ∞∈<t

where

))0(|)((),( zsutsPutp ===

for ),,0 ∞∈<t ,,,1,0 zu K=  is the probability that the
system is in the state u at the moment t, ),,0 ∞∈<t
while it was in the state z at the moment ,0=t  then

,1)0,( =t
nn ,lkR ),,(),( ztpzt =

nn ,lkR ),,0 ∞∈<t     (3)

and

)1,(),(),( +−= utututp
nnnn ,lk,lk RR                       (4)

for ),,0 ∞∈<t .1,,1,0 −= zu K

Moreover, if

1),()( =utm
nn l,kR  for ,0≤t ,,,1 zu K=

then the mean lifetime of the system in the state subset
},,1,{ zuu K+  is

,),()(
0
∫=
∞

dtutuM
nn ,lkR ,,,1 zu K=                       (5)

and the standard deviation of the system sojourn time
in the state subset },,1,{ zuu K+  is

,)]([)()( 2uMuNu −=σ ,,,1 zu K=                  (6)

where

,),(2)(
0
∫=
∞

dtuttuN
nn ,lkR .,,1 zu K=                       (7)

Besides
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,),()(
0
∫=
∞

dtutpuM ,,,1 zu K=                              (8)

is the mean lifetime of the system in the state u, while
the integrals (5), (6) and (7) are convergent. Then,
according to (3)-(5) and (7), we get the following
relationship

),1()()( +−= uMuMuM ,1,,2,1 −= zu K

).()( zMzM =                                                          (9)

Definition 3. A probability

),)(())0(|)(()( trTPzsrtsPt ≤==<=r

that the system at the moment t, ),,0 ∞∈<t  is in the
subset of states worse than the critical state r,

},,,2,1{ zr K∈  while it was In the state z at the
moment 0=t  is called a risk function of the multi-
state system.
 Under this definition, from (1), we have

),,(1))0(|)((1)( rtzsrtsPt
nn ,lkRr −==≥−=    (10)

for ),( ∞−∞∈t  and moreover, if τ  is the moment
when the risk exceeds a permitted level ,δ ,1,0 >∈<δ
then

),(1 δτ −= r                                                            (11)

where ),(1 t−r  if exists, is the inverse function of the
risk function ).(tr

2.1. Multi-state parallel-series systems
Definition 4. A multi-state system is called parallel-
series if its lifetime T(u) in the state subset

},...,1,{ zuu +  is given by

)}},({max{min)(
11

uTuT ijljki in ≤≤≤≤
= .,,2,1 zu K=

Definition 5. A multi-state parallel-series system is
called homogeneous if its component lifetimes Tij(u) in
the state subset have an identical distribution function

),)((),( tuTPutF ij ≤= ,,,2,1 zu K= ,,,2,1 nki K=

,,,2,1 ilj K=

i.e. if its components Eij have the same reliability
function

),,(1),( utFutR −= .,,2,1 zu K=

Definition 6. A multi-state parallel-series system is
called regular if

,21 nk llll
n

==== K ln ∈N,

i.e. if the numbers of components in its parallel
subsystems are equal.

2.1.1. Parallel-series systems with independent
components
The results presented below can be found in [4].

Proposition 1.  If in a homogeneous regular multi-state
parallel-series system

(i) components failure independently,

(ii) components have reliability functions ),(tR

then the multi-state system reliability function is given
by the formula

)],,(,),1,(,1[),( zttt
nnnnnn ,lk,lk,lk RRR K=⋅

where

nn kltRut ])](1[1[),( −−=
nn ,lkR  for ),,( ∞−∞∈t

,,,1 zu K=
where nk  is the number of its parallel subsystems
linked in series and nl  is the number of components in
each subsystem.
In the case when components of a system have
exponential reliability functions i.e.

)],,(,),1,(,1[),( ztRtRtR K=⋅                                  (12)

where

1),( =utR  for ,0<t

])(exp[),( tuutR λ−=  for ,0≥t ,0)( >uλ            (13)

then the multi-state system reliability function takes
form

)],,(,),1,(,1[),( zttt
nnnnnn ,lk,lk,lk RRR K=⋅              (14)

where
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1),( =ut
nn ,lkR  for ,0<t

nn kltuut ]]])(exp[1[1[),( λ−−−=
nn ,lkR                 (15)

for ,0≥t .,,1 zu K=

2.1.2. Parallel-series systems with dependent
component failures
A multi-state parallel-series system is in the reliability
state subset },...,1,{ zuu +  if all of its parallel
subsystems are in this state subset. Taking into account
this fact, a multi-state parallel-series system with
dependent components is considered as a system of
linked independently in series multi-state parallel
subsystems composed of components with failure
dependency. In each of these subsystems we assume
the following model of failure dependency. After
getting out of the reliability state subset },...,1,{ zuu +

,1,,2,1,0, −= ilvv K  of components in a subsystem the
increased load is shared equally among others so as
their load increase with the same scale. Then their
reliability is getting worse so that the mean values of
the i-th, ,,,2,1 nki K=  subsystem component lifetimes

)(' uTij  in the state subset },...,1,{ zuu +  are of the form

)],([)]([)]([)]('[ uTE
l

vl
uTE

l
vuTEuTE ij

i

i
ij

i
ijij

−
=−=

,,,2,1 ilj K= ,1,,2,1,0 −= ilv K .,,2,1 zu K=         (16)

Then the rates of getting out from the reliability state
subset },...,1,{ zuu +  of remaining components of the
i-th, ,,,2,1 nki K=  multi-state subsystem are given by

),()()( u
l

vl
u

i

iv λλ
−

= ,1,,2,1,0 −= ilv K                (17)

.,,2,1 zu K=

Proposition 2. If in a homogeneous regular multi-state
parallel-series system

(i) components failure in dependent way according to
(16),

(ii) components have exponential reliability functions
given by (12)-(13),

then the multi-state system reliability function is given
by the formula

)],,(,),1,(,1[),( zttt
nnnnnn ,lk,lk,lk RRR K=⋅              (18)

where

1),( =ut
nn ,lkR  for ,0<t

n
n

k
l

v
n

v
n tul

v
tul

ut











∑ −=

−

=

1

0
])(exp[

!
))((

),( λ
λ

nn ,lkR

for ,0≥t .,,1 zu K=                                                (19)

3. Asymptotic approach
The investigation of exact reliability functions of large
systems often leads to complicated formulae. Thus,
from practical point of view, the asymptotic approach
to large systems reliability evaluation is very
important. The suggested method allows us to obtain
formulae that simplify optimising calculations.
In the paper in the asymptotic approach to the
reliability evaluation of multi-state parallel-series
systems the linear standardization of their lifetimes in
the reliability state subsets is used. This approach relies
on an investigation of limit distribution of a
standardized random variable ),(/))()(( uaubuT nn−

,,,2,1 zu K=  where )(uT  is the system lifetime in the
state subset },,1,{ zuu K+  and ,0)( >uan

),,()( ∞−∞∈ubn  are called normalizing constants. For
that reason, we assume the following definition [4].

Definition 7. A reliability function

)],,(,),1,(,1[),( zttt ℜℜℜ K=⋅ ),,( ∞−∞∈t

is called a multi-sate limit reliability function of a
system with reliability function

)],,(,),1,(,1[),( zttt
nnnnnn ,lk,lk,lk RRR K=⋅

if there exist normalizing constants ,0)( >uan
),()( ∞−∞∈ubn  such as

),()),()((lim utuubtua nn
n

ℜ=+
∞→ nn ,lkR  for ,)(uCt ℜ∈

where )(uCℜ  is the set of continuity points of
),,( utℜ .,,2,1 zu K=

From Definition 7 it follows that the knowledge the
limit reliability function of a system ),( ⋅tℜ  for
sufficiently large n allows us to estimate the multi-state
reliability function of a system ),( ⋅t

nn ,lkR  according
the following approximate formula

),),(/))(((),( ⋅−≅⋅ uaubtt nnℜ
nn ,lkR                      (20)
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i.e.

)],(,),1,(,1[ ztt
nnnn ,lk,lk RR K

)],,
)(

)(
(,),1,

)1(
)1(

(,1[ z
za

zbt
a

bt

n

n

n

n −−
≅ ℜℜ K ).,( ∞−∞∈t

3.1. Reliability evaluation of large parallel-
series systems with independent components
In this point the possibilities of multi-state asymptotic
approach to the reliability evaluation of large parallel-
series systems are presented. There are formulated two
propositions that allow us to find multi-state limit
reliability functions of homogeneous parallel-series
systems with independent components under the
assumption that they have exponential reliability
functions.

Proposition 3. If in a homogeneous regular multi-state
parallel-series system

(i) components failure independently,

(ii) components have exponential reliability functions
given by (12)-(13),

(iii) ,nkn = ,log sncln >>− ,0>c ,0>s

(iv) ,
log)(

1)(
nu

uan λ
= ,

log
log

)(
1)(

n
l

u
ub n

n λ
=

,,,2,1 zu K=
then

)],,(,),1,(,1[),( 333 zttt ℜℜℜ K=⋅ ),,( ∞−∞∈t      (21)

where

]expexp[),(3 tut −=ℜ  for ,,,1 zu K=                 (22)

is the multi-state limit reliability function of considered
system.

Proposition 4. If in a homogeneous regular multi-state
parallel-series system

(i) components failure independently,

(ii) components have exponential reliability functions
given by (12)-(13),

(iii) ,kkn → ,0>k ,∞→nl

(iv) ,
)(

1)(
u

uan λ
= ,

)(
log

)(
u
l

ub n
n λ

= ,,,2,1 zu K=

then

)],,(,),1,(,1[),( 101010 zttt ℜℜℜ K=⋅ ),,( ∞−∞∈t
(23)

where

[ ]ktut ]]exp[exp[1),(3 −−−=ℜ  for ,,,1 zu K=   (24)

is the multi-state limit reliability function of considered
system.

3.2. Reliability evaluation of large parallel-
series systems with dependent component
failures
The proofs of presented below propositions are given
in [3].

Proposition 5. If in a homogeneous regular multi-state
parallel-series system

(i) components failure in dependent way according to
(16),

(ii) components have exponential reliability functions
given by (12)-(13),

(iii) ),( ⋅t
nn ,lkR  is a multi-state system reliability

function given by (18)-(19),

(iv) kkn →  = constant as ,∞→n

(v) ,nln =

(vi) ,
)(
1)(

nu
uan

λ
=

)(
1)(
u

ubn λ
=  for ,,,1 zu K=

then

)],,(,),1,(,1[),( 222 zttt ℜℜℜ K=⋅ ),,( ∞−∞∈t      (25)

where

k
N utFut )],(1[),( )1,0(2 −=ℜ  for ,,,1 zu K=        (26)

and

,]
2

exp[
2
1),(

2

)1,0( ∫ −=
∞−

t

N dttutF
π

),,( ∞−∞∈t
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is the multi-state limit reliability function of considered
system.
According to Proposition 5 and by (20) we can get the
approximate formula for the exact multi-state
reliability function of the considered parallel-series
system

)],,(,),1,(,1[),( zttt
nnnnnn ,lk,lk,lk RRR K=⋅

where

),
)(

)(
(),( 2 u

ua
ubt

ut
n

n−
≅ ℜ

nn ,lkR

k
N untunF )],)((1[ )1,0( −−= λ                           (27)

for ),,( ∞−∞∈t .,,1 zu K=

Proposition 6. If in a homogeneous regular multi-state
parallel-series system

(i) components failure in dependent way according to
(16),

(ii) components have exponential reliability functions
given by (12)-(13),

(iii) ),( ⋅t
nn ,lkR  is a multi-state system reliability

function given by (18)-(19),

(iv) ∞→nk  as ,∞→n

(v) ,nln =

(vi) 0log3
1

→
−

nkn  as ,∞→n

(vii) ,
log2)(

1)(
n

n knu
ua

λ
=

)(
1

log8)(
log4loglog)4log(

)(
uknu

kk
ub

n

nn
n λλ

π
+

−+
=

                                                for ,,,2,1 zu K=
then

)],,(,),1,(,1[),( 444 zttt ℜℜℜ K=⋅ ),,( ∞−∞∈t     (28)

where

],expexp[),(4 tut −=ℜ ,,,2,1 zu K=                    (29)

is the multi-state limit reliability function of considered
system.
According to Proposition 6 and by (20) we can get the
approximate formula for the exact multi-state
reliability function of the considered parallel-series
system

)],,(,),1,(,1[),( zttt
nnnnnn ,lk,lk,lk RRR K=⋅ ),,( ∞−∞∈t

where

),
)(

)(
(),( 4 u

ua
ubt

ut
n

n−
≅ ℜ

nn ,lkR

nkntu log2)1)(exp[(exp[ −−= λ

]]log2loglog
2
1)4log(

2
1

nn kk +−− π                   (30)

for ),,( ∞−∞∈t .,,2,1 zu K=

4. Application
The obtained theoretical results can be applied to the
reliability evaluation of real technical systems that are
composed of large number of components with failure
dependency. In this part, the ship-rope elevator used in
the Naval Shipyard in Gdynia is considered and its
reliability analysis is performed. The elevator is
composed of a steel platform-carriage moved with 10
rope-hoisting winches fed by separate electric motors.
The exact and limit multi-state reliability functions, the
mean values and standard deviations of this system
lifetimes in the reliability state subsets, the mean
values of the system lifetimes in particular reliability
states and the system risk function are determined.
In our further analysis we will discuss the reliability of
the rope system only. The system under consideration
is in order if all its ropes do not fail. Thus we may
assume that it is a series system composed of 10
components. Each of the ropes is composed of 22
strands. According to rope reliability data given in
their technical certificates and experts’ opinions [5]
based on the nature of strand failures the following
reliability states have been distinguished:
state 3 – a strand is new, without any defects,
state 2 – the number of broken wires in the strand is
greater than 0% and less than 25% of all its wires, or
corrosion of wires is greater than 0% and less than
25%,
state 1 – the number of broken wires in the strand is
greater than or equal to 25% and less than 50% of all
its wires, or corrosion of wires is greater than or equal
to 25% and less than 50%,
state 0 – otherwise (a strand is failed).
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We consider the strands as basic components of the
system. The system of ropes is in the reliability state
subset },,...,1,{ zuu + ,3,2,1=u  when all of its ropes
are in this state subset and each of the ropes is in the
reliability state subset },,...,1,{ zuu + ,3,2,1=u  if  at
least one of 22 strands is in this state subset. Thus,
according to Definition 6 we conclude that the rope
elevator is a regular 4-states parallel-series system
composed of kn = 10 series-linked subsystems (ropes)
with ln = 22 parallel-linked components (strands).
It has been assumed that the strands have exponential
reliability functions:

)]3,(),2,(),1,(,1[),( tRtRtRtR =⋅  for ),,( ∞−∞∈t

1),( =utR  for ,0<t ,3,2,1=u

]1613.0exp[)1,( ttR −= , ]2041.0exp[)2,( ttR −= ,

]2326.0exp[)3,( ttR −=  for .0≥t

4.1. The ship-rope elevator as a system with
independent components
Discussed in the paper the shipyard rope transportation
system under the assumption that its components are
independent is also widely described and analysed in
[4].
Applying Proposition 1 the exact multi-state reliability
function of the elevator under the assumption that its
components are independent is given by the formula

)],3,(),2,(),1,(,1[),( 22,1022,1022,1022,10 tttt RRRR =⋅  (31)

where

)1,(22,10 tR ,]]]1613.0exp[1[1[ 1022t−−−=

)2,(22,10 tR ,]]]2041.0exp[1[1[ 1022t−−−=

)3,(22,10 tR ,]]]2326.0exp[1[1[ 1022t−−−=

for ).,( ∞−∞∈t
The expected values of the elevator lifetimes ),1(T

),2(T )3(T  in the state subsets },3,2,1{ },3,2{ }3{  and
their standard deviations counted in years, according to
(5)-(7), are:

,434.13)1( ≅M ,617.10)2( ≅M ,316.9)3( ≅M

,106.2)1( ≅σ ,597.1)2( ≅σ .360.1)3( ≅σ

Hence, from (9), the elevator mean lifetimes in the
particular states in years are

,817.2)1( ≅M ,301.1)2( ≅M .316.9)3( ≅M

Assuming that a critical reliability state of the rope
elevator is r = 2, then from (10) its risk function takes
the following form

)2,(1)( 22,10 tt Rr −=

1022 ]]]2041.0exp[1[1[1 t−−−−= , ).,( ∞−∞∈t

The moment when the system risk exceeds the
permitted level e.g. ,05.0=δ  according to (11), is

9)(1 ≅= − δτ r  years and 212 days.

Since the number of parallel subsystems in the system
is 10=nk  and the number of components in each
subsystem is 22=nl , then taking into account that

,3.210loglog22 ≅=>>= nn kl  it seems reasonable to
apply in the elevator’s reliability evaluation either
Proposition 2 or Proposition 3. First applying
Proposition 2 we conclude that multi-state limit
reliability function of the elevator is of the form

)],3,(),2,(),1,(,1[),( 22,1022,1022,1022,10 tttt RRRR =⋅  (32)

where

)1,(22,10 tR ]],1969.53714.0exp[exp[ −−≅ t

)2,(22,10 tR ]],1969.54699.0exp[exp[ −−≅ t

)3,(22,10 tR ]],1970.55356.0exp[exp[ −−≅ t

for ).,( ∞−∞∈t

The expected values of the elevator lifetimes ),1(T
),2(T )3(T  in the state subsets },3,2,1{ },3,2{ }3{  and

their standard deviations counted in years, according to
(5)-(7), are:

,453.12)1( ≅M ,843.9)2( ≅M ,636.8)3( ≅M

,199.3)1( ≅σ ,487.2)2( ≅σ .158.2)3( ≅σ

Hence, from (9), the elevator mean lifetimes in the
particular states in years are



A.Blokus-Roszkowska    Analysis of component failures dependence on system lifetime  -  RTA # 3-4, 2007, December  -  Special Issue

- 15 -

,610.2)1( ≅M ,207.1)2( ≅M .636.8)3( ≅M

If a critical reliability state of the rope elevator is r = 2,
then from (10) its risk function takes the following
form

)2,(1)( 22,10 tt Rr −=

]]1969.54699.0exp[exp[1 −−−= t , ).,( ∞−∞∈t

The moment when the system risk exceeds the
permitted level e.g. ,05.0=δ  according to (11), is

6)(1 ≅= − δτ r  years.

Next applying Proposition 3 we get

)],3,(),2,(),1,(,1[),( 22,1022,1022,1022,10 tttt RRRR =⋅  (33)

where

)1,(22,10 tR ,]]]0911.31613.0exp[exp[1[ 10+−−−≅ t

)2,(22,10 tR ,]]]0910.32041.0exp[exp[1[ 10+−−−≅ t

)3,(22,10 tR ,]]]0911.32326.0exp[exp[1[ 10+−−−≅ t

for ).,( ∞−∞∈t

The expected values of the elevator lifetimes ),1(T
),2(T )3(T  in the state subsets },3,2,1{ },3,2{ }3{  and

their standard deviations counted in years, according to
(5)-(7), are:

,027.13)1( ≅M ,295.10)2( ≅M ,034.9)3( ≅M

,300.2)1( ≅σ ,758.1)2( ≅σ .506.1)3( ≅σ

Hence, from (9), the elevator mean lifetimes in the
particular states in years are

,732.2)1( ≅M ,261.1)2( ≅M .034.9)3( ≅M

If a critical reliability state of the rope elevator is r = 2,
then from (10) its risk function takes the following
form

)2,(1)( 22,10 tt Rr −=

10]]]0910.32041.0exp[exp[1[1 +−−−−= t ,

for ).,( ∞−∞∈t

The moment when the system risk exceeds the
permitted level e.g. ,05.0=δ  according to (11), is

8)(1 ≅= − δτ r  years 310 days.

4.2. The ship-rope elevator as a system with
dependent component failures
From practical point of view it seems reasonable to
consider the shipyard rope transportation system
assuming components’ dependence. Indeed, while
failing some of strands in a rope the load of the
remaining not failed ones may be getting larger. Thus,
the assumption about dependence of strands is natural
and justified.
After considering Proposition 4 the exact multi-state
elevator reliability function is given by the formula

)],3,(),2,(),1,(,1[),( 22,1022,1022,1022,10 tttt RRRR =⋅  (34)

where

1),(22,10 =utR  for ,0<t ,3,2,1=u

)1,(22,10 tR ,]]5486.3exp[
!

)5486.3([ 1021

0
∑ −=
=j

j

t
j

t

)2,(22,10 tR ,]]4902.4exp[
!

)4902.4([ 1021

0
∑ −=
=j

j

t
j

t

)3,(22,10 tR ,]]1172.5exp[
!

)1172.5([ 1021

0
∑ −=
=j

j

t
j

t

for .0≥t

The expected values of the elevator lifetimes ),1(T
),2(T )3(T  in the state subsets },3,2,1{ },3,2{ }3{  and

their standard deviations, according to (5)-(7), in years
are:

,335.4)1( ≅M ,426.3)2( ≅M ,006.3)3( ≅M

,773.0)1( ≅σ ,472.0)2( ≅σ .414.0)3( ≅σ

Hence, from (9), the elevator mean lifetimes in the
particular states in years are

,909.0)1( ≅M ,420.0)2( ≅M .006.3)3( ≅M
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If a critical reliability state of the rope elevator is r = 2,
then from (10) its risk function takes the following
form

)2,(1)( 22,10 tt Rr −=









≥∑ −−

<
=

=
.0,]]4902.4exp[

!
)4902.4([1

,0,0

1021

0
tt

j
t

t

j

j

The moment when the system risk exceeds the
permitted level e.g. ,05.0=δ  according to (11), is

2)(1 ≅= − δτ r  years and 230 days.

In the asymptotic approach to the reliability evaluation
of the rope elevator assuming component failure
dependency similarly as in the first case we can apply
either Proposition 5 or Proposition 6. Applying
Proposition 5 we can find the approximate multi-state
reliability function of the rope elevator system.

)],3,(),2,(),1,(,1[),( 22,1022,1022,1022,10 tttt RRRR =⋅  (35)

where

)1,(22,10 tR ,)]6904.47566.0(1[ 10
)1,0( −−≅ tFN

)2,(22,10 tR ,)]6904.49573.0(1[ 10
)1,0( −−≅ tFN

)3,(22,10 tR ,)]6904.40901.1(1[ 10
)1,0( −−≅ tFN

for ).,( ∞−∞∈t

The expected values of the elevator lifetimes ),1(T
),2(T )3(T  in the state subsets },3,2,1{ },3,2{ }3{  and

their standard deviations counted in years, according to
(5)-(7), are:

,166.4)1( ≅M ,292.3)2( ≅M ,891.2)3( ≅M

,776.0)1( ≅σ ,613.0)2( ≅σ .538.0)3( ≅σ

Hence, from (9), the elevator mean lifetimes in the
particular states in years are

,873.0)1( ≅M ,401.0)2( ≅M .891.2)3( ≅M

Assuming that a critical reliability state of the rope
elevator is r = 2, then from (10) its risk function takes
the following form

)2,(1)( 22,10 tt Rr −=

10
)1,0( )]6904.49573.0(1[1 −−−= tFN , ).,( ∞−∞∈t

The moment when the system risk exceeds the
permitted level assuming as before ,05.0=δ
according to (11), is

2)(1 ≅= − δτ r  years 80 days.

Now the system multi-state reliability function is
estimated from the formula (13) as an application of
Proposition 6.

)],3,(),2,(),1,(,1[),( 22,1022,1022,1022,10 tttt RRRR =⋅  (36)

where

)1,(22,10 tR 10log44)11613.0exp[(exp[ −−= t

)]],10log/50log( π+

)2,(22,10 tR 10log44)12041.0exp[(exp[ −−= t

)]],10log/50log( π+

)3,(22,10 tR 10log44)12326.0exp[(exp[ −−= t

)]],10log/50log( π+

for ).,( ∞−∞∈t

The expected values of the elevator lifetimes ),1(T
),2(T )3(T  in the state subsets },3,2,1{ },3,2{ }3{  and

their standard deviations, according to (5)-(7), in years
are:

,044.4)1( ≅M ,196.3)2( ≅M ,805.2)3( ≅M

,787.0)1( ≅σ ,622.0)2( ≅σ .546.0)3( ≅σ

Hence, from (9), the elevator mean lifetimes in the
particular states in years are

,848.0)1( ≅M ,392.0)2( ≅M .805.2)3( ≅M

If a critical reliability state of the rope elevator is r = 2,
then from (10) its risk function takes the following
form
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)2,(1)( 22,10 tt Rr −=

10log44)12041.0exp[(exp[1 −−−= t

)]]10log/50log( π+  for ).,( ∞−∞∈t

The moment when the system risk exceeds the
permitted level e.g. ,05.0=δ  according to (11), is

2)(1 ≅= − δτ r  years and 11 days.

Comparing the expected values of the elevator
lifetimes in the state subset and the elevator mean
lifetimes in the particular states in the case when
strands failure in dependent and independent way we
can conclude that these values are lower in the first
case for about 68% percent for exact reliability
functions and for about 67% and 69% for approximate
reliability functions.
The obtained results illustrate that the increased load of
remaining un-failed components causes shortening the
lifetime of these components in a significant way. That
fact can be interpreted as a decrease of their reliability
much faster then for the systems with independent
components. Taking into account the presented ship-
rope elevator we can notice that the lifetime in the
reliability state subset of the elevator under the
assumption that strand failure in dependent way is even
about 70% shorten then in the case when strands are
independent.

5. Conclusion
In the paper the exact reliability analysis and
asymptotic approach to the reliability evaluation of
homogeneous multi-state parallel-series systems are
presented. For these systems the exact and limit
reliability functions and other characteristics both in
the case when their components are independent and
when they are dependent are determined under the
assumption that components of systems have
exponential reliability functions.
Introduced in the paper the method of reliability
evaluation of large systems relies on application of
some approximate methods based on classical
asymptotic approach to this issue. The obtained results
are concerned with typical systems with regular
structure. Applied in the paper analytical methods are
successful rather for not very complex systems. In this
background it seems to be justified the extension of
this issue for systems with less regular structures and
use of any other reliability analysis methods.
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Appendix

  Figure 1. Graphs of the rope elevator exact and approximate reliability functions in the state subset u  1
  a) in the case when components are independent             b) in the case when components fail dependently

  Figure 2. Graphs of the rope elevator exact and approximate reliability functions in the state subset u  2
  a) in the case when components are independent             b) in the case when components fail dependently

  Figure 3. Graphs of the rope elevator exact and approximate reliability functions in the state subset u = 3
  a) in the case when components are independent             b) in the case when components fail dependently
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1. Introduction
This paper mainly concentrates on the modelling of
various types of renewal processes and on the
computation of principal characteristics of these
processes – the time dependent coefficient of
availability, possibly unavailability. The aim is to
generate models, most often found in practice, which
describe the processes of ageing, further the
occurrence of dormant failures that are eliminated by
periodical inspections as well as monitored failures
which are detectable immediately after their
occurrence.
Renewal theory seems to be a feasible option to
quantify time-dependent effects on component
unavailability due to ageing, periodical inspections, or
repairs [1]. Closed form solutions for the asymptotic
the failure rate and unavailability can be obtained
using Laplace transform. Obtaining the detailed time
behaviour may not be a trivial numerical task.
Basic information from renewal theory brings
Appendix [4], [3].  The following chapter 2 is devoted
to models with a negligible renewal time in which a
main impact is given on flexible models with the
Erlang and Weibull distribution. The solution of these
models is received from a Laplace and discrete
Fourier transformation. In the following chapter 3 we
introduce different models with maintenance. Main
attention is paid to models with periodical preventive

maintenance - basic equations for the model are
formulated. The solution of a system of equations is
demonstrated for the situations with an exponential
and Weibull distribution. In the next chapter the
alternating model with an inconsiderable renewal time
is solved, this is demonstrated for lognormal
distribution of time to failure. The final part involves
generally formulated alternating models with the
occurrence of two types of independent failures.
Time-dependent unavailability of components under
maintenance and ageing processes can exhibit
mathematically complex behaviour [5]. The
unavailability may be also dependent on maintenance
history. First failure distributions may not be
continuous functions. Within this paper we can say
that renewal theory provides a feasible approach in
selected cases to implement and evaluate interventions
given by maintenance and aging processes.
A lot of notable asymptotic results on availability
analyses are focused on the situation that the
components have exponential lifetime distributions.
Using so-called phase-type approach, author in [2]
shows that the multi-state model also provides a
framework for covering other types of distributions,
but with limitations - the approach makes use of the
fact that a distribution function can be approximated
by a mixture of Erlang distributions (with the same
scale parameter). Asymptotic analysis of highly

Bri  Radim
B Technical University of Ostrava, Czech Republic

Stochastic ageing models – extensions of the classic renewal theory

Keywords
renewal theory, alternating renewal theory, maintenance processes, ageing, unavailability coefficient

Abstract
Exact knowledge of the reliability characteristics as the time dependent unavailability coefficient for example,
under influence of different ageing processes as well as under different failure types is very useful to the
practitioners who have to find the optimal maintenance policy for their equipment. In this paper found models and
their solutions have potential to face the optimisation task under the conflicting issues of safety and economics.
Most of the solved models take into account ageing processes. An increasing tendency lately exists to include
aging effects into the risk assessment models to evaluate its contribution. We developed different renewal models
taking into account different ageing distributions of failures (Weibull, Erlang, log-normal): models with negligible
renewal time, models with periodical preventive maintenance, alternating renewal process with lognormal
distribution of failure time, and with two types of failures.
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available systems has been carried out by a number of
researchers. A survey is given by Gertsbakh [7], with
emphasis on results related to the convergence of the
distribution of the first system failure to the
exponential distribution.
If the lifetimes are distributed arbitrarily, then the
system can be described by a semi-Markov process or
Markov renewal process. Semi-Markov processes and
Markov renewal processes are based on a marriage of
renewal processes and Markov chains. Pyke [8] gave
a careful definition and discussion of Markov renewal
processes in detail. In reliability, these processes are
one of the most powerful mathematical techniques for
analysing maintenance and random models. A
detailed analysis of the non-exponential case (non-
regenerative case) is however outside of the scope of
the introduction part. Further research is needed to
present formally proved results for the general case.
Presently, the literature covers only some particular
cases, what is also the case of this presentation.

2. Models with a negligible renewal period
In some cases we can take into account a renewal
period equal to zero. For example the situation when a
time to a renewal is substantially smaller than a time
to a failure and its implementation would not
influence an expected result. This case was intensively
studied in [6]. Basic relationships for Poisson process
are derived in [4]:
Renewal function and renewal density are given as
follows
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Basic definitions from renewal theory see in
Appendix. Renewal density is constant
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Methodology based on Laplace transforms was
dramatically extended in [6] for the case when a time
to failure is modelled by the Erlang distribution,
which has a probability density function
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is equal to
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which is kth nonzero root of the equation
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Figure 1. Renewal density for Erlang distribution

Another calculation method was applied for Weibull
distribution of time to failure, which has a probability
density

,)()( )(1 αλαλαλ tettf −−= ,0≥t

 > 0 is a parameter of the shape,  > 0 is a parameter
of a scale.
A probability density fn(t), n = 2,3,…., or a probability
density of time to nth  failure can be calculated as a
convolution of the function ( fn-1 *f ). We can express
it numerically e.g. with the help of discrete Fourier
transformation [6].
By a numerical integration we can determine a vector
of a distribution function Fn .
A formula (1) for a calculation of the renewal function
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is necessary to substitute by a finite sum of the first K
computed terms at the numerical calculation. It can be
conducted because these terms converge quickly to a
zero at a definite interval [0, T]. Equally, Sn = X1 + X2
+…+ Xn has an asymptotic normal distribution N(n ,

2) where  and 2 are definite expected value and a
dispersion of Xi.
Considering that Weibull distribution of time to
failure for > 1 has an increasing failure rate

1)()( −= αλλα ttr

a distribution function Fn(t) can be upper estimated by
the function
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where  is an expected value of a time to failure [3].
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We can estimate in this way an error of a finite sum

∑=
=

K

n
n tFtH

0
)()( ,

because a remainder is limited

),(
1 1

)( tGF
Kn Kn

ntn∑ ∑≤
∞

+=

∞

+=
.µnt p

Exact relationship for the reminder is derived in [6].
The behaviour of the renewal function estimated for
different number of members in the above finite sum
we can see in Figure 2.

Figure 2. Renewal function for Weibull distribution

3. Models with maintenance
In many situations, failure of a unit during actual
operation is costly or dangerous. If the unit is
characterized by a failure rate that increases with age,

it may be wise to replace it before it has aged too
greatly. In this section we shall concentrate on the
operating characteristics of some commonly
employed replacement policies.
A commonly considered replacement policy is the
policy based on age (age replacement). Such a policy
is in force if a unit is always replaced at the time of
failure or c hours after its installation, whichever
occurs first; c is a constant unless otherwise specified.
If c  is a random variable, we shall refer to the policy
as a random age replacement policy. Under a policy of
block replacement the unit is replaced at times c (k =
1,2,…), and at failure. This replacement policy
derives its name from the commonly employed
practice of replacing a block or group of units in a
system at prescribed times c(k = 1,2,…) independent
of the failure history of the system.

3.1. Replacement based on age
A unit is replaced c hours after its installation or at
failure, whichever occurs first; c is considered
constant. Let R(t) denote the probability that an item
does not fail in service before time t. Then
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The distribution function of a time to failure X is
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Figure 3. The Weibull distribution function for a unit
with the replacement based on age.

When the time to failure is exponentially distributed X
~ exp(1/µ), then we have
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t

e
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which means that distribution function is independent
on replacements. Other words, the unit does not age.

3.2. Block replacement policy
Under a policy of block replacement all components
of a given type are replaced simultaneously at times

c  (k = 1,2,…) independent of the failure history of
the system. If Xi is time of i-th failure of a unit which
has distribution function Fi and probability density fi
and Ri(t)=1- Fi (t), then
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Distribution of time to i-th failure for i  >  1 we can
derive on the basis of conditional probability:

,0>x ,0>y ],/[ cxk τ= ],/)[( cyxl τ+= ,kl >

)\Pr( 1 xXyX ii => −

)()())1(( ))1((
c

kn
cc nyxRRxkR τττ −+−+= +− .

Then

)Pr( yX i > ∫ −+=
∞

+−

0

)1(()())1(( kl
cc RxkR ττ

dxxfnyxR ic )()( 1−−+⋅ τ

∑ ∫ −+=
∞

=

+
+−

0

)1(
)1()())1((

k

ck

ck

kl
cc RxkR

τ

τ
ττ

dxxflyxR ic )()( 1−−+⋅ τ

,ckxz τ−= ]/)[( cyzn τ+=

∑ ∫ −=
∞

=

−
−

0 0

1
1 )()()(

k

c n
cc

k
ci RzRR

τ

τττ

dzzfnyzR ic )()( 1−−+⋅ τ

.)()()(
)(1

)(
0

1
1

1

dzzfnyzRzR
R

R c

icc
ci

n
c ∫ −+−

−
= −

−

− τ

ττ
τ

τ

Figure 4. The Weibull distribution function for a unit
with block replacement

In Figure 4, we can see time dependencies for Ri(t) for
Weibull distribution of time to failure.

3.3. Periodical preventive maintenance
May a device goes through a periodical maintenance
after a time interval of the operation c, whose
intention is a detection of possible dormant flaws and
their possible elimination. The period of device
maintenance is d and after this period the device starts
operating again. F(t) is here a time distribution to a
failure X. Then in the interval [0, c+ d) there is a
probability that the device appears in the not operating
state equal to

),()( tFtP = ct τp

,1= .ct τ≥

The state of a failure is considered then both a time to
the maintenance after a possible failure and the time
when the device is under maintenance. The
probability P(t) (also a coefficient of unavailability)
for ),0[ ∞∈t  is generated by following system of
equations:

),()( tPtP n=
:}0{∪∈ Nn ),)(1()( dcdc ntn ττττ ++≤+ p
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   …

))]((1)[()()( 011 dcciii itPiPtPtP τττ +−−−= −−

,1,...,2,1 −= ni

   …

),()(0 tFtP = .0ft

Here Pi (t) stands for a probability that a device exists
in the failure state provided that before it had gone
through i inspections. A term Pi-1(t)  - Pi-1(i c)
represents a probability that a device was all right at
the previous inspection and it failed in the interval (i c,
t), Pi-1(i c) P0(t - i( c + d)) is a probability that it had
failed in the previous inspection and since then it
failed again.

3.3.1. Exponential distribution of time to
failure
May

.1)( tetF λ−−=

For the time ),0[ ∞∈t is then a probability P(t) equal
to

)),(()( dcntFtP ττ +−=

),)(),([ cdcdc nnt τττττ +++∈

,1)( =tP )),)(1(,)([ dccdc nnt τττττ ++++∈

If d = 0, the expression for P(t) can be further
simplified into the form

),()( cntFtP τ−=

:}0{∪∈ Nn ).)(1()( dcdc ntn ττττ ++≤+ p

3.3.2. Weibull distribution of time to failure
Let the intensity of failures of the given distribution of
time to failure is not constant, it is then a function of
time past since the last renewal. In this case it is
necessary for the given t and n, related with it which
sets a number of done inspections to solve above
mentioned system of n equations and the solution of
the given system is not eliminated anyhow as it is at
an exponential distribution.
In the Figures 5 and Figure 6 a slightly marked curve
draws points of the local extremes in the case of
shortening a time to the first inspection.

Figure 5. Coefficient of unavailability for exponential
distribution

Figure 6. Coefficient of unavailability for Weibull
distribution.

4. Alternating renewal models
Alternating models are those where two of the
significantly diverse states appear, between which a
model converts from one to another. A faulty device is
the example of the alternating model where a time to a
repair is compared with a time to failure and it cannot
be neglected.
In the case that both a time to failure and a time to a
repair follows an exponential distribution, general
solution for a calculation of a coefficient of
availability can be found in [4].

4.1. Lognormal distribution of a time to failure
If a distribution to a failure Xf has a lognormal
distribution, then a probability density is in the form

),ln(1)(
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t
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where (x) is standard normal density.
In this case a numerical calculation is offered again
for the computation of the coefficient of availability.
We can compute a probability density of a sum of
random quantities Xf and Xr (Xr is an exponential time to
a repair) from a discrete Fourier transformation [6],
equally as a convolution in the equation
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The calculation of a renewal density is substituted by
a finite sum
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An example: In the following example a calculation
for parameter values =1/4, =8 , =1/2, is done. In
the Figure 7 there is a renewal density. The
asymptotic value is marked by dots, which is in this
case equal to

Figure 7. A renewal density for lognormal distribution

Figure 8 shows a procedure of the coefficient of
availability K(t), the asymptotic value is marked by
dots again and it is given by the following formula:

Figure 8. Coefficient of availability for a lognormal
distribution

5. Alternating renewal models with two types
of failures
The following part presents models, which consider
an appearance of two different independent failures.
These failures can be described by an equal
distribution with different parameters or by different
distributions.

5.1. Common repair
A device composed of two serial elements can be an
example whereas a failure of one of them causes a
failure of the whole device. A time to a renewal is
common for both the failures and begins immediately
after one of them. It is described by an exponential
distribution with a mean value 1/ .

A failure occurrence in the renewal time is not taken
into account, after the renewal both the parts are
considered to be new.
May Xf1 and Xf2 are independent random values
describing time of failures with probability densities
ff1(t) and ff2(t), further a time to a repair is Xr with a
density fr(t). A probability that no failure occurs in the
interval [0,t) is equal to

)()( 21 tXtXPtR fff ≥∧≥=

)](1)][(1[ 21 tFtF ff −−= ).()( 21 tRtR ff=

and is a reliability function of the time to failure Xf  of
the whole device. Then Xf has a probability density

).()( tR
dt
dtf ff −=

With the knowledge ff(t) we can calculate the
functions describing this alternating process.
If the time to failure has an exponential distribution
with mean values 1/  and 1/ , then
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f ee
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Then ff(t) has an exponential distribution with a mean
value 1/( ) and the coefficient of availability is
equal
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If the analytical procedure is uneasy or impossible, a
numerical calculation can be used.  For a renewal
density computation is desirable instead of the
equation
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use a renewal equation for a renewal density
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and conduct a sum of the only definite number of
elements with a fault stated above. fn(t) is  a
probability density of time to nth failure. Then for the
calculation of convolutions is used for example a
quick discrete Fourier’s transformation.
In the Figure 9 there is a graph of a coefficient of
availability in the case that a time to a failure Xf1 and
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Xf2 have Weibull distribution. Expected value to the
failure EXf is equal to
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and that is why an asymptotic coefficient of
availability is equal to
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Figure 9.  Coefficient of availability for Weibull
distribution

5.2. Two independent parts
Supposing the device consists of two independent
parts. The behaviour of each one is described by its
alternating model with a given time to a failure and a
time to a repair. Maintenance proceeds for both
differently and independently. Equally, the failure of
one of them can appear regardless of the state of the
other part, even in the state of a failure.
Let us consider the whole device to be in the state of a
failure when at least one of the parts is in the state of a
failure. Ka(t) is a coefficient of availability of the first
part and Kbt) is a coefficient of availability of the
second one. For the whole device K(t) is equal to

).()()( tKtKtK ba=

May dormant faults occur in the first part, with
Weibull’s distribution and with an expected value EX
=  2 and a parameter of the form  = 2 which are
eliminated by periodical inspections with a period c =
2 (See Models with periodical preventive
maintenance) and the second part is equal as in the
previous model. The course of the coefficient of
availability as the product of already computed partial
ones is designed in the Figure 10.

Figure 10. Coefficient of availability for independent
parts

6. Conclusion
In this paper a few types of renewal processes, which
differentiate in a renewal course and a type of
probability distribution of a time to failure, were
described. These processes were mathematically
modelled by the means of a renewal theory and these
models were subsequently solved.
In the cases, when the solving of integral equations
was not analytically feasible, numerical computations
were successfully applied. It was known from the
theory that the cases with the exponential probability
distribution are analytically easy to solve.
With the gained results and gathered experience it
would be possible to continue in modelling and
solving more complex mathematical models which
would precisely describe real problems. For example
by the involvement of certain relations which would
specify the emergence, or a possible renewal of
individual types of failures which in reality do not
have to be independent on each other. Equally, it
would be practically efficient to continue towards the
calculation of optimal maintenance strategies with the
set costs connected with failures, exchanges and
inspections of individual components of the system
and determination of the expected number of these
events at a given time interval.
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Appendix

Renewal Process
Renewal process serves for example to model
mathematically a device behaviour which is
maintained in such a way that it stays running as most
effectively and longest as possible. May a file of
components or the whole device with a time to a
failure X (non-negative absolutely continuous random
variable) with a dispersion given by a probability
density f(t) exists and may a symbol t denotes for
clearness a time. The first component is put into
operation at time t = 0. Further, X1 is a period when
the first component comes to the failure and at the
same time it is substituted by a new identical
component from a given file. It means that a renewal
period (in this case a change period) is negligible, or
equal to zero. This second component breaks down
after the period X2 since it started to operate. At the
time X1 + X2 the second component is renewed by the
exchange for the third one and the process continues
further in such a way. The r-th renewal will happen at
the time Sr = X1 + X2 +…+Xr.
If X1, X2…are independent non-negative equally
distributed random variables with a finite expected
value and dispersion,

∑ ∈==
=

n

i
in NnXSS

1
0 ,,,0

then a random process { }∞
=0nnS  is called a renewal

process in a renewal theory. Sometimes an order of
stated random variables {Xn} n=0 is denoted in this
way. In the case when a time distribution until the
failure is exponential, we speak about Poisson
process. A function Fn(t) indicates a distribution
function of a random variable Sn.. There are a few
other random variables connected with the renewal
process, which describe its behaviour (at time). Let we

call Nt a number of renewals in the interval [0, t] for a
firm t 0, it means

{ }tSnN nt p:max=

From this we also get that SNt  t < SNt+1. Regarding
the fact that the interval [0, t] contains n failures (as
well as renewals) only if nth failure happens at the
latest at the time t

{ } { } )(tFtSPnNP nnt ==≥ p

and the probability that at the time t there are n
renewals in the given renewal process can be
described in the following way

{ } { }tStSPnNP nnt ≥∧== +1p

[ ] )()()(1)( 11 tFtFtFtF nnnn ++ −=−=

Provided that X1, X2…are independent non-negative
equally distributed random variables and Pr(X1 = 0) <
1, then a random variable Nt has finite moments of all
the series (Stein`s theorem).
And if Nt ,  t .0 gives a number of renewals in the
interval [0, t], then a function

0,)( ≥= tENtH t

is called a renewal function. As it is apparent it gives
an expected number of renewals in the interval [0, t].
The expected number of renewals in the interval [t1,
t2], 0<  t1<  t2 can be quantified from H (t1) – H (t2),
because a number of renewals in this interval is Nt2 –
Nt1 .
A renewal function can be also expressed from
distributional functions Fn(t) of random variables Sn
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A renewal equation is important for the renewal
function computation H(t). It provides a mutual
unique relation between distributional function of a
time to a renewal and a renewal function: if a
distributional function of a time to the renewal F(t) is
continuous, then a renewal function H(t) is convenient
with an integral equation

∫ −+=
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duuFutHtFtH
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This equation can be easily derived from the previous
equation with help of its integral transformation (e.g.
Laplace).
An asymptotic behaviour of a renewal process is
substantial. An asymptotic behaviour of a renewal
process is discussed in an Elementary theorem about a
renewal: if a time distribution to a renewal has a finite
expected value , then

µ
1)(lim =

∞→ t
tH

t
.

It is a Blackwell theorem, which testifies about a
limited behaviour of an expected number of renewals
at a finite interval (t, t+ t]: if a time to a renewal has
a non-lattice distribution with a definite positive
expected value , then 0fh∀ is

[ ]
µ
htHhtH

t
=−+

→
)()(lim

0
.

If a derivation of a renewal function exists (i.e. X1,
X2…are absolutely continuous random variables), then
for the arbitrary time t  >  0 a function h(t) that is
defined by a relation
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is a renewal density. Then with a help of a probability
density fn(t) = F’n(t) we have
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A renewal density most often appears in the following
integral equation

∫ −+=
t

duufuthtfth
0

,)()()()(

so called a renewal equation for a renewal density.
Here f(t) is a probability density of a absolutely
continuous non-negative time to the renewal X.
We can describe the equation approximately by words
in such a way that for t 0 renewal probability
h(t) t in the interval (t, t +  t  ] is equal to a
probability sum f(t) t that in the interval (t, t + t ]
the first renewal happens and the sum of probabilities
for ),0( tu ∈∀ that the renewal happens at the time t –
u followed by a time to the failure of the length u.

Alternating Renewal Process

Provided that there are two kinds of components with
various independent time to a failure X,Y ,

respectively adequate distributional functions F(t),
G(t) (densities f(t), g(t)), at the time t =  0 the
component of the first type is activated and every time
at the time of failure is substituted by the component
of the opposite type, resulting process is named
Alternating renewal process.
We can simulate a renewal process with a definite
time to a renewal with such a model.  At the time t =
0 the component begins to work to the moment of
failure X1. The final time to the renewal Y1 follows. At
the moment X1 + Y1 the renewal ends and  a new (or
repaired) component is activated with a time to a
failure X2. X1,X2…resp.  Y1,Y2…are independent non-
negative random variables with a distr. function F(t)
resp. G(t).The nth  failure happens at the moment

,... 1111 nnnn XYXYXS +++++= −−

for nth  renewal we have

.... 1111 nnnnn YXYXYXT ++++++= −−

A random process {S1,  T1,  S2,  T2…..} is then an
alternating renewal process. A coefficient of
availability K(t) (or also A(t) - availability) is a basic
characteristic of a renewal process with a finite time
to a renewal. It determines a probability that at the
time t the component will work. It is consequently
equal to a sum of probabilities that X1 > t, it means
that the first component has a time to a failure greater
than t, and that the renewal happens in the interval (u,
u + u], u  0, 0 < u < t and a renewed component
will have a time to a failure greater than t - u.
Written by an integral equation:

[ ]∫ −−+−=
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dxxtFxhtFtK
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 h(x) is a renewal process density of a renewal
{Tn} n=0, F(t) is a distribution function of the time to a
failure, resp. 1 – F(t) = R(t) is reliability function.
In particular, an asymptotic coefficient of availability
of the alternating renewal process is important
practical reliability characteristics,

).(lim tKK
t ∞→

=

It describes behaviour of the alternating renewal
process in the situation when the system is stabilized
in “a distant time moment t”, i.e. a stationary case,
when the influence of the beginning configuration
subsides.
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1. Introduction
One of the most important properties of the devices
and technical systems is their reliability. Reliability is
extremely important when concerns systems, which
assure people safety or/and natural environment
protection. Vessel Traffic Services System – VTS
Zatoka is that type of system. Its main task is to assure
safe navigation for all ships that sails to ports of
Gdynia and Gdansk. The most important part of the
VTS Zatoka system are shore based maritime radars.
Reliability of that system can be evaluated in different
ways. In the paper there are proposed two possible
approaches to calculate that reliability [1].

2. Systems’ definitions
We assume that [2]

   Ei, i = 1,2,...,n, n ∈ N,

are two-state components of the system having
reliability functions

Ri(t) = P(Ti  > t), ),,( ∞−∞∈t ,,...2,1 ni =

where

   Ti, i = 1,2,...,n,

are independent random variables representing the
lifetimes of components Ei with distribution functions

Fi(t) = P(Ti ≤ t), ),,( ∞−∞∈t .,...,2,1 ni =

Definition 1. A two-state system is called series if its
lifetime T is given by

   T = }.{min
1 ini

T
≤≤

Figure 1. The scheme of a series system

The above definition means that the series system is
not failed if and only if all its components are not
failed, and therefore its reliability function is given by

∏=
=

n

i
i tRtR

1
)()( , ).,( ∞−∞∈t                                  (1)

Definition 2. A two-state series system is called non-
homogeneous if it is composed of a,  1 ≤ a ≤ n,
different types of components and the fraction of the
ith type component in the system is equal to qi, where

qi > 0, ∑ =
=

a

i
iq

1
.1  Moreover

),(1)( )()( tFtR ii −= ),,( ∞−∞∈t i = 1,2,...,a,     (2)

is the reliability function of the ith type component.
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Abstract
In the paper we propose two ways of reliability calculation of radar system in Vessel Traffic Services Zatoka.
Reliability and availability of the system were calculated on the base of reliability of the system components. In
the first approach there was assumed that system is series, in the second approach system is treated as a series-“m
out of n”. We obtain different results. Conclusion is that choosing proper method of approach to system reliability
and availability analysis is decisive in appropriate evaluation of those properties.
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The scheme of a non-homogeneous series system is
given in Figure 2.

Figure 2. The scheme of a non-homogeneous series
system

It is easy to show that the reliability function of the
non-homogeneous two-state series system is given by

)(' tnlnkR = ∏
=

a

i

niqi tR
1

)( ))(( , ).,( ∞−∞∈t                  (3)

A two-state system is called an “m out of n” system if
its lifetime T is given by

,)1( +−= mnTT m = 1,2,...,n,

where )1( +−mnT  is the mth maximal order statistic in the

sequence of component lifetimes 1T , 2T ,..., nT .

The above definition means that the two-state “m out
of n” system is not failed if and only if at least m  out
of its n  components are not failed. The two-state “m
out of n” system becomes a parallel system if m = 1,
whereas it becomes a series system if m = n. The
reliability function of the two-state “m out of n” system
is given either by
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Definition 3. A two-state “m out of n” system is called
non-homogeneous if it is composed of a,  1 ≤ a ≤ n,
different types of components and the fraction of the
ith type component in the system is equal to qi, where

qi > 0, ∑ =
=

a

i
iq

1
.1  Moreover

),(1)( )()( tFtR ii −= ),,( ∞−∞∈t  i = 1,2,...,a,     (6)

The   scheme   of a non-homogeneous   “m out of n”
system is given in Figure 3, where

,1i ,2i …, },...,2,1{ nin ∈  and kj ii ≠  for .kj ≠
The reliability function of the non-homogeneous two-
state “m out of n” system is given either by
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Figure 3. The scheme of a non-homogeneous “m out of
n” system

Definition 4. A multi-state system is called series- “m
out of nk ” if its lifetime T is given by

)1( +−= mkn
TT , ,,...,2,1 nkm =

where )1( +−mnkT  is m-th maximal statistics in the
random variables set
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The above definition means that series-“ m out of nk ”
system is composed of kn series subsystems and it is
not failed if and only if at least m out of its kn series
subsystems are not failed.
The reliability of the series-“m out of nk ” system is
given either by

−= 1)()(
,...,2,1, tR m
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where mkm n −= .

2. System of VTS Zatoka radars
Radars’ system is the basic subsystem of whole VTS
system and also part of identification and watching
system at the Gulf of Gda sk region. The purpose of

Figure 4. Positions of VTS Zatoka shore based radars
(dots)
that system is assuring real time information about
ships’ traffic in that region [3]. VTS Zatoka system
works involving five shores based radars, which are
put in following places:

• Lighthouse Hel, (radar height 42,5 m a.s.l.);
• Port of Gdynia Harbourmaster Office building

(HMO), (32,5 m a.s.l.);
• Northern Port of Gdansk Harbourmaster

Office building, (66 m a.s.l.);
• Western Hills?, (17,5 m a.s.l.);
• Lighthouse Krynica Morska, (26 m a.s.l.).

Radars work permanently and their range cover whole
responsibility area assigned to VTS Zatoka. Two, or
even three, radars cover most part of Gulf of Gdansk
simultaneously. That situation has great matter in case
of failure of single radar.

For the VTS Zatoka systems’ radars, apart from
standard equipment, additional Radar Data Processor
(RDP) has been installed. RDP changes radar data
from analogue to digital form. This digital information
is next transferred to VTS centre by wireless line or
light cable, which connect two Harbourmaster’s offices
of Ports in Gdynia and Gdansk. Signals from radars,
after preliminary treatment, are transferred to the VTS
Centre. Then after final processing signals are sending
out and visualized (with use of computer program
ARAMIS) at VTS Centre itself, Harbourmaster’s
offices of Gdynia and Gdansk ports and at
Harbourmaster’s office of Krynica Morska port.
   Scheme of the radar’ subsystem and data
transmission is showed on Figure 5.

Figure 5. Scheme of VTS Zatoka radars’ system

3. VTS Zatoka radar system reliability
In order to analyse the considered system reliability we
will firstly calculate reliability parameters of single
radar.

3.1. Single radar reliability
VTS Zatoka system has been designed and constructed
by Holland Institute of Traffic Technology (HITT). It

Radar HMO
Gdynia

VTS
Center

Radar HMO
Gdansk

Lighthouse
„Hel” Radar

Western
Hills Radar

Lighthouse
„Krynica Morska”

Radar

- light cable

- wireless line

- net cable

HMO – Harbormaster Office building
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came into service on the 1st of May 2003. Used radars
were produced by Danish corporation Terma
Electronic AS (frequency 9735 MHz). Mean time
between failure and mean time to repair given by HITT
have been used to construct VTS Zatoka radars’
subsystem reliability model (Table 1). Times to repair
given in Table 1, concern the situation in which service
team is near damaged radar. In fact, sustaining service

Table 1. MTBFi – mean time between failure and
MTTRi – mean time to repair [5]

team near each radar is very expensive. For further
consideration we assume that service team is in Tri-
city i.e. in Gdynia, Sopot or Gdansk. Taking into
account access time, time needed to fix what device is
damaged and mean time of device’ exchange, mean
time to repair of the single radar (MTTRS) is about 3
and a half hours. After considering frequency of
failures of particular parts of radars, the mean time of
exchanging damaged part is about 40 minutes.
   To find single radar reliability we assume that the
radar is a series system. This means that the failure of
one component of radar causes the failure of the whole
radar. Two radars placed at Harbourmaster office
buildings have five elements (antenna, single radar
transmitter, receiver, video processor, radar processor),
three others additionally have data transmitter. We
assume that component reliability functions are
exponential and given by the equation

( )ttR ii ⋅−= λexp)( , 0≥t .                                 (11)

When we put data from Table 1 to (11), and then to
equation (1), as a result we obtain the single radar
reliability function for radars at harbourmaster office
buildings

)000229,0exp()( ttRH ⋅−= , 0≥t ,                    (12)

and for three others radars

)000235,0exp()( ttRO ⋅−= , 0≥t .                       (13)

Mean time between failures of single radar is given by
equation

∫=
∞

0
)( dttRMTBF .                                                 (14)

According to equations (12)-(14) and to Table 1, we
obtain mean time between failures of single radar at
harbourmaster office buildings

1824366
000229,0

1
≈== hMTBFH days,

and mean time between failures of three other radars

1774255
000235,0

1
≈== hMTBFO days.

3.2. Reliability of radar system
In order to evaluate radars system reliability, we can
use different approaches. First, we can assume that
subsystem is series. VTS Zatoka radars’ subsystem is
working when all five radars are working.  According
to equation (3) with parameters

,
5
3,

5
2,5 21 === qqn

and equations (12) and (13), we obtain the system
reliability function

32 ]]000235,0[exp[]]000229,0[exp[)( tttRS −−=

]001163,0exp[ t−= , 0≥t .                          (15)

Mean time between failures of that system is given by
equation

001163,0
1)(

0
=∫=

∞
dttRMTBF Ss

36860 ≈= h days.                                     (16)

System availability is given by equation [1]

SS

S

MTTRMTBF
MTBF

G
+

=                                          (17)

and after substituting MTBFS = 860h, MTTRS = 3,5h,
amounts

.9959,0=G

Device/component MTBFi [h] i MTTRi [h]

Antenna 50 000 0,00002 3
Single radar
transmitter 13 000 0,000077 0,5

Receiver 17 390 0,000058 0,34
Video processor 40 000 0,000025 0,25
Radar processor 20 000 0,00005 0,25
Data transmitter 87 500 0,000011 0,5
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Figure 6. Radars’ subsystem’s reliability functions

Another way of describing reliability of radars’
subsystem is assumption that system is „m out of n”.
We can assume that system is working if at least four
out of five radars are working. If we take into account
that particular radars are series systems we obtain a
non-homogenous series-„4 out of 5” system.
     The above assumption is acceptable because ranges
of any four radars covered fairways to ports in Gdansk
and Gdynia and most traffic (nearly entire) is
concentrated in those fairways.
According to equations (10) and Table 1, reliability
function of such system is given by equation

)000934,0exp(2)()1(
6,6,6,5,5,5 ttRRSMN −==

).001163,0exp(4)000928,0exp(3 tt −−−+  (18)

RSMN(t) function is showed on Figure 4.
Mean time to failure of series-„m out of n” system
MTBFSMN is given by equation

.)(
0
∫=
∞

dttRMTBF SMNSMN                                       (19)

The mean time to failure of above described system
according to equations (18) and (19) equals

000934,0
12)(

0

)1(
6,6,6,5,5,5 ⋅=∫=

∞
dttRMTBFSMN

001163,0
14

000928,0
13 ⋅−⋅+

811935 ≅= h days.                                                 (20)

The availability of the series-„m out of n” system is
given by equation

SSMN

SMN
SMN MTTRMTBF

MTBF
G

+
=                                (21)

and hence

.9982,0
5,31935

1935
=

+
=SMNG

As we can see system defined as series-„m out of n”
has both higher reliability and availability than a series
system.

4. Conclusion
As we can see from the performed analysis evaluation
of the system reliability depends on taken assumptions.
Reliability functions are significantly different one
from the other (Figure 6), so choosing proper method
of describing of system reliability structure is very
important.
     Whatever method was chosen, thanks to reliability
of components of radars, VTS Zatoka radars system is
highly reliable. Access to spare parts and organization
of service has significant matter for availability of the
subsystem. In order to sustain acceptable availability it
is necessary to provide the service support located in
Tri-City. It allows for quick reaction in case of failures
and for repairing damaged parts of radars.

References
[1] Budny, T. (2006). Radar subsystem reliability in

the VTS Zatoka. Navigational Faculty Works 18,
Gdynia.

[2] Kolowrocki, K., Blokus, A. Milczek, B., Cichocki,
A., Kwiatuszewska-Sarnecka, B. & Soszynska, J.,
(2005). Asymptotic approach to complex systems
reliability analysis, Two-state non-renewal
systems.    Gdynia Maritime University Publishing
House, Gdynia.

[3] Stupak, T., Wawrach, R., Dziewicki, M. &
Mrzyg ód, J. (2004). Research on availability of
VTS Zatoka radars. Maritime Office, Gdynia.

RS(t)

RSMN(t)



J.Duarte, C.Soares   Optimisation of the preventive maintenance plan of a series components system with Weibull hazard function
RTA # 3-4, 2007, December  -  Special Issue

- 33 -

1. Introduction
Throughout the years, there has been tremendous
pressure on manufacturing and service organizations to
be competitive and provide timely delivery of quality
products. In many industries, heavily automated and
capital intensive, any loss of production due to
equipment unavailability strongly impairs the company
profit. This new environment has forced managers and
engineers to optimise all sectors involved in their
organizations.
Maintenance, as a system, plays a key role in achieving
organizational goals and objectives. It contributes to
reducing costs, minimizing equipment downtime,
improving quality, increasing productivity, and
providing reliable equipment that are safe and well
configured to achieve timely delivery of orders to
costumers. In addition, a maintenance system plays an
important role in minimizing equipment life cycle cost.
To achieve the target rate of return on investment,
plant availability and equipment effectiveness have to
be maximized.

Grag and Deshmukh [38] had recently review the
literature on maintenance management and points out
that, next to the energy costs, maintenance costs can be
the largest part of any operational budget.
A brief bibliographic review, (Andrews & Moss [1],
Elsayed [5], McCormick [9] and Modarres et al [10]),
is enough to conclude that the discipline known as
reliability was developed to provide methods that can
guarantee that any product or service will function
efficiently when its user needs it. From this point of
view, reliability theory incorporates techniques to
determine what can go wrong, what should be done in
order to prevent that something goes wrong, and, if
something goes wrong, what should be done so that
there is a quick recovery and consequences are
minimal.
So, reliability has several meanings. However it is
usually associated to the ability of a system to perform
successfully a certain function. To measure
quantitatively the reliability of a system it is used a
probabilistic metric, which we state next.
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Abstract
In this paper we propose an algorithm to calculate the optimum frequency to perform preventive maintenance in
equipment that exhibits Weibull hazard function and constant repair rate in order to ensure its availability. Based
on this algorithm we have developed another one to solve the problem of maintenance management of a series
system based on preventive maintenance over the different system components. We assume that all components of
the system still exhibit Weibull hazard function and constant repair rate and that preventive maintenance would
bring the system to the as good as new condition. The algorithm calculates the interval of time between preventive
maintenance actions for each component, minimizing the costs, and in such a way that the total downtime, in a
certain period of time, does not exceed a predetermined value
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Reliability of a system is the probability that a system
will operate without failure for a stated period of time
under specified conditions.
Another measure of the performance of a system is its
availability that reflects the proportion of time that we
expect it to be operational. Availability of a system is
the probability to guarantee the intended function, that
is, the probability that the system is normal at time t.
The availability of a system is a decreasing function of
the failure rate and it is an increasing function of the
repair rate.
According to Elsayed [5], reliability of a system
depends mainly in the quality and reliability of its
components and in the implementation and
accomplishment of a suitable preventive maintenance
and inspection program. If failures, degradation and
aging are characteristics of any system, however, it is
possible to prolong its useful lifetime and,
consequently, to delay the wear-out period carrying out
maintenance and monitoring programs.
This type of programs leads necessarily to expenses
and so we are taken to a maintenance optimisation
problem.

Basic maintenance approaches can be classified as:

• Unplanned (corrective): this amounts to the
replacement or repair of failed units;

• Planned (preventive):
•  Scheduled: this amounts to performing

inspections, and possibly repair, following a
predefined schedule;

•  Conditioned: this amounts to monitor the
health of the system and to decide on repair
actions based on the degradation level
assessed.

In the unplanned, corrective strategy, no maintenance
action is carried out until the component or structure
breaks down. Upon failure, the associated repair time
is typically relatively large, thus leading to large
downtimes and high costs. In this approach, efforts are
undertaken to achieve small mean times to repair
(MTTRs).
To avoid failures at occasions that have high cost
consequences preventive maintenance is normally
chosen. This allows that inspections and upgrading can
be planned for periods, which have the lowest impact
on production or availability of the systems.
The main function of planned maintenance is to restore
equipment to the “as good as new” condition;
periodical inspections must control equipment
condition and both actions will ensure equipment
availability. In order to do so it is necessary to
determine:

• Frequency of the maintenance, substitutions
and inspections

• Rules of the components replacements

• Effect of the technological changes on the
replacement decisions

• The size of the maintenance staff

• The optimum inventory levels of spare parts

There are several strategies for maintenance; the one
we have just described and that naturally frames in
what has been stated is known as Reliability Centered
Maintenance - RCM. Gertsbakh [7] reviews some of
the most popular models of preventive maintenance.
In theory, maintenance management, facing the
problems stated above, could have benefited from the
advent of a large area in operations research, called
maintenance optimisation. This area was founded in
the early sixties by researchers like Barlow and
Proschan. Basically, a maintenance optimisation model
is a mathematical model in which both costs and
benefits of maintenance are quantified and in which an
optimal balance between both is obtained. Well-known
models originating from this period are the so-called
age and the block replacement models.
Valdez-Flores & Feldman [12] presents a
comprehensive review of these approaches. Dekker [2]
gives an overview of applications of maintenance
optimisation models published so far and Duffuaa [4]
describes various advanced mathematical models in
this area that have “high potential of being applied to
improve maintenance operations”.
More recently, Nakagawa [11] summarizes the results
of maintenance policies and Garg and Deshmukh [6]
describe the existence of 24 papers on the quantitative
approach to maintenance optimisation
As we have already mentioned, one of the most critical
problems in preventive maintenance is the
determination of the optimum frequency to perform
preventive maintenance in equipment, in order to
ensure its availability.
The Preventive Maintenance policies are adapted to
slow the degradation process of the system while the
system is operating and to extend the system life. A
number of Preventive Maintenance policies have been
proposed in the literature. These policies are typically
to determine the optimum interval between preventive
maintenance tasks to minimize the average cost over a
finite time span. But in many areas one complains
about the gap between theory and practice.
Practitioners say maintenance optimisation models are
difficult to understand and to interpret [2]. Vatn et al
[13] claim there exists a vast number of academic
papers describing narrow maintenance models, which
are rarely, if ever, used in practice. Most of these
papers are too abstract, and the models that could be
useful are difficult to identify among this large number
of suggested models.
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In this paper we propose an algorithm to solve the
previous problem for equipment that exhibits Weibull
hazard function and constant repair rate. Based on this
algorithm we have developed another one to optimise
maintenance management of a series system based on
preventive maintenance over the different system
components.
This is a problem with many applications in real
systems and there are not many practical solutions for
it. The main objective of this paper is to present an
optimisation model understandable by practitioners,
simple and useful for practical applications.
Duarte and Craveiro [3] have already outlined a
solution for this problem for equipment that exhibit
linearly increasing hazard rate and constant repair rate.
We assume that all components of the system still
exhibit Weibull hazard function and constant repair
rate and that preventive maintenance would bring the
system to the as good as new condition. We define a
cost function for maintenance tasks (preventive and
corrective) for the system. The algorithm calculates the
interval of time between preventive maintenance
actions for each component, minimizing the costs, and
in such a way that the total downtime, in a certain
period of time, does not exceed a predetermined value.

2. Previous concepts and results
In this section we present the classical concept of
availability, while describing how to calculate it.
Point-wise availability of a system at time t, A(t), is the
probability of the system being in a working state
(operating properly) at time t. The unavailability of the
system, Q(t), is Q(t) = 1 – A(t).
The pointwise availability of a system that has constant
failure rate λ and constant repair rate µ is

( )[ ].exp)( ttA λµ
λµ

λ
λµ

µ
+−

+
+

+
=        (1)

and the limiting availability is

.)(lim
λµ

µ
+

==
+∞→

tAA
t

            (2)

The second parcel in formula (1) decreases rapidly to
zero as time t increases; so, we can state

λµ
µ
+

≈)(tA

and this means that the availability of such a system is
almost constant.

Example. A system is found to exhibit a constant
failure rate of 0,000816 failures per hour and a
constant repair rate of 0,02 repairs per hour.

Using formula 1, the availability of such a system (see
Figure 1) is obtained as

.)102,0816-exp(103.92019608,0)( -2-2 ttA ××+=

and the limiting availability is

.9608,0)(lim =
∞→

tA
t
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Figure 1. The availability function

It should be notice that, in this in case, we do not have
almost any variation in the value of component’s
availability for t > 200.
We can therefore conclude that, to guarantee a value of
availability A, known the constant repair rate, µ, the
value of the constant failure rate of the system it will
have to satisfy the relationship

( )
A

AA −
≈⇔

+
≈

1µ
λ

λµ
µ .          (3)

3. Model and assumptions
Suppose a system is found to exhibit an increasing
hazard rate,

0,0,0,)(
1

≥>>





=

−

ttth βθ
θθ

β β

,

and a constant repair rate µ.
Our goal is to determine the interval time between
preventive maintenance tasks (we assume that the
system is restored to the “as good as new” condition
after each maintenance operation) in such a way that
the availability of the system is no lesser than A.
The main idea for the solution of this problem consists
of determining the time interval during which the
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increasing hazard rate can be substituted by a constant
failure rate in order to guarantee the pre-determinate
availability level.
Applying the mean value theorem of integral calculus
to the function

0,0,0,)(
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≥>>





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−

ttth βθ
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β β

,

we obtain
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       (4)

Substituting λ in (4) by its approximate value given in
formula 3, we have

( ) .11− −
= β βθ

µ
A

Ax

We can therefore conclude that in the time interval
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µ

A
A

the hazard functions,

0,0,0,)(
1

≥>>





=

−

ttth βθ
θθ

β β

,

and

( )
A

Ath −
=

1)( µ

guarantee approximately the same value of availability.
What we have just demonstrated can formally be stated
on the following form:
Proposition: Let S be a system exhibiting an increasing
hazard rate,

0,0,0,)(
1

≥>>





=

−

ttth βθ
θθ

β β

and a constant repair rate µ. To guarantee an
availability for the system equal or greater than A the
interval of time between two consecutive preventive
maintenance tasks must be equal or lesser than

( ) .11− −β βθ
µ

A
A

Example. A system is found to exhibit an
increasing hazard rate, 25,18105)( tth ××= − , and a
constant repair rate 2104)( −×=tm .
What should be the greatest time interval between
preventive maintenance tasks (we assume that the
system is restored to the “as good as new” condition
after each maintenance operation) in such a way that
the availability of the system is at least 98%?
If the system had a constant failure rate, to guarantee
such availability it should be

( ) .0008163,0
98,0

98,01104 2

=
−×

=
−

λ

We want to calculate the instant x in order to satisfy
the following condition

.44880

0008163,0
25,2

105

0008163,0105

25,28

0
25,18

=∨=⇒

=
××

⇒

=∫ ××

−

−

xx

xx

xdttx

We can therefore conclude that the system must be
restored to the “as good as new” condition after each
maintenance task every 4488 hours in order to achieve
the availability target of 98%.
Figure 2 illustrates this example.
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Figure 2. Hazard functions h(t)=5×10-8t1,25 and
h(t)=0,0008163 over the interval [0, 4488]
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4. Optimisation of the preventive maintenance
plan of a series components system
In this section we will present a model for the
preventive maintenance management of a series
system.
The system is composed by a set of n components in
series as Figure 3 shows.

Figure 3. A series system of n components

Let τ1, τ2,  …, τn be the time units between preventive
maintenance tasks on components 1, 2, …, n,
respectively (Figure 4); assuming that these actions
will restore periodically the components to the "as
good as new" condition, they will have, therefore,
consequences at the reliability and availability levels of
the system.

Figure 4. A preventive maintenance plan.

Our goal is to calculate the vector

[ ]Tnττττ L321

in such a way that the total down time in a certain
period of time does not exceed a predetermined value,
that is to say, that it guarantees the specified service
level and simultaneously minimizes the maintenance
costs.
We assume that each component has a Weibull hazard
function,

0,0,0,)(
1

≥>>







=

−

ttth ii

i

ii

i
i βθ

θθ
β

β

and a constant repair rate

.)( ii tm µ=

The cost of each preventive maintenance task is cmpi
and the cost of each corrective maintenance task is
cmci.
Since the availability of the system consisting of n
components in series requires that all units must be
available (assuming that components’ failures are
independent), system availability A is

where Ai  is the availability of component i.
Applying proposition presented in section 3 we can
write that the availability of each component i is Ai
over the interval

( )
,

1
,0 1











 −
−i i

i
i

ii

A
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β βθ
µ

and its hazard function can be approximated by the
constant function

( )
i

ii
i A

Ath −
=

1
)(

µ

Then, the expected number of failures in that time
interval is

The objective function (defined as a cost function per
unit time) is

( ) ( )∑
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5. Numerical example
The model described on section 4 was implemented to
a three components series system.
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We assume that each component has a Weibull hazard
function and a constant repair rate. Components are
maintained preventively at periodic times.
Data is presented on Table 1.
First we present the nomenclature.
θi , βi – parameters of hazard function.
TTR – Mean Time to Repair (corrective maintenance).
TTP – Time of one preventive maintenance action.
PMC – Preventive maintenance cost.
CMC – Corrective maintenance cost.
τ - time between two consecutive preventive
maintenance tasks.

Table 1. Initial conditions

Compon
ents

θi βi TTR TTP PM
Cost

CM
Cost

τi

1 4472,136 2 100 10 2000 4000 2000
2 1873,1716 2 50 40 2500 5000 1500
3 500,94 2 80 10 1000 2000 250

With this preventive maintenance plan the availability
achieved is about 90,30% and the life cycle cost is
122055,79.
The target for availability is 90%.
The objective function was slightly modified in order
to include the cost of down time.
MATLAB was used to optimise the objective function.
Table 2 shows the results. With this new preventive
maintenance policy we have a reduction of 5,5% in
Life Cycle Cost (LCC) and simultaneously the
availability A achieved (92,70%) is greater than the
existing one (90,30%).

Table 2. Results of MatLab optimisation

MatLab
Optimisation

τ1 1600.2
τ2 1246.8
τ3 170.7535
A - % 92.70
LCC 115345.22
∆ LCC - % -5.5

With these results as initial conditions we have applied
the tool “SOLVER” of Excel and we got a better
solution (Table 3).

Table 3. Results of MatLab + Excel optimisation

MatLab + Excel
Optimisation

τ1 1606.498
τ2 1255.498
τ3 175.4996
A - % 93.02
LCC 113809.75
∆ LCC - % -6.8

5. Conclusion
This paper deals with a maintenance optimisation
problem for a series system. First we have developed

an algorithm to determine the optimum frequency to
perform preventive maintenance in systems exhibiting
Weibull hazard function and constant repair rate, in
order to ensure its availability. Based on this algorithm
we have developed another one to optimise
maintenance management of a series system based on
preventive maintenance over the different system
components. We assume that all components of the
system still exhibit Weibull hazard function and
constant repair rate and that preventive maintenance
would bring the system to the as good as new
condition. We define a cost function for maintenance
tasks (preventive and corrective) for the system. The
algorithm calculates the interval of time between
preventive maintenance actions for each component,
minimizing the costs, and in such a way that the total
downtime, in a certain period of time, does not exceed
a predetermined value. The maintenance interval of
each component depends on factors such as failure
rate, repair and maintenance times of each component
in the system. In conclusion, the proposed analytical
method is a feasible technique to optimise preventive
maintenance scheduling of each component in a series
system.
Currently we are developing a software package for the
implementation of the algorithms presented in this
paper.
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1. Introduction
Taking into account the importance of the safety and
operating process effectiveness of technical systems it
seems reasonable to expand the two-state approach to
multi-state approach in their safety analysis [2]. The
assumption that the systems are composed of multi-
state components with safety states degrading in time
gives the possibility for more precise analysis and
diagnosis of their safety and operational processes’
effectiveness. This assumption allows us to distinguish
a system safety critical state to exceed which is either
dangerous for the environment or does not assure the
necessary level of its operational process effectiveness.
Then, an important system safety characteristic is the
time to the moment of exceeding the system safety
critical state and its distribution, which is called the
system risk function. This distribution is strictly related
to the system multi-state safety function that is a basic

characteristic of the multi-state system. Determining
the multi-state safety function and the risk function of
systems on the base of their components’ safety
functions is then the main research problem. Modelling
of complicated systems operations’ processes is
difficult mainly because of large number of operations
states and impossibility of precise describing of
changes between these states. One of the useful
approaches in modelling of these complicated
processes is applying the semi-markov model [3].
Modelling of multi-state systems’ safety and linking it
with semi-markov model of these systems’ operation
processes is the main and practically important
research problem of this paper. The paper is devoted to
this research problem with reference to basic safety
structures of technical systems [9], [10] and
particularly to safety analysis of a ship series system
[5] in variable operation conditions. This new approach
to system safety investigation is based on the multi-
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Soszy ska Joanna
Maritime University, Gdynia, Poland

On multi-state safety analysis in shipping
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Abstract
A multi-state approach to defining basic notions of the system safety analysis is proposed. A system safety
function and a system risk function are defined. A basic safety structure of a multi-state series system of
components with degrading safety states is defined. For this system the multi-state safety function is determined.
The proposed approach is applied to the evaluation of a safety function, a risk function and other safety
characteristics of a ship system composed of a number of subsystems having an essential influence on the ship
safety.  Further, a semi-markov process for the considered system operation modelling is applied. The paper also
offers a general approach to the solution of a practically important problem of linking the multi-state system safety
model and its operation process model. Finally, the proposed general approach is applied to the preliminary
evaluation of a safety function, a risk function and other safety characteristics of a ship system with varying in
time its structure and safety characteristics of the subsystems it is composed of.
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state system reliability analysis considered for instance
in [1], [4], [6], [7], [8], [11] and on semi-markov
processes modelling discussed for instance in [3].

2. Basic notions
In the multi-state safety analysis to define systems with
degrading components we assume that:
- n  is the number of system's components,
- Ei, i = 1,2,...,n, are components of a system,
- all components and a system under consideration
have the safety state set {0,1,...,z}, ,1≥z
- the safety state indexes are ordered, the state 0 is the
worst and the state z is the best,
- Ti(u), i = 1,2,...,n, are independent random variables
representing the lifetimes of components Ei in the
safety state subset {u,u+1,...,z}, while they were in the
state z at the  moment t = 0,
- T(u) is a random variable representing the lifetime of
a system in the safety state subset  {u,u+1,...,z} while it
was in the state z at the moment t = 0,
- the system and its components safety states degrade
with time t,
- Ei(t) is a component Ei safety state at the moment t,

).,0 ∞∈<t
- S(t) is a system safety state at the moment t,

).,0 ∞∈<t
The above assumptions mean that the safety states of
the system with degrading components may be
changed in time only from better to worse. The way in
which the components and the system safety states
change is illustrated in Figure 1.

                                                  transitions

worst state                                                 best state

Figure 1. Illustration of a system and components
safety states changing

The basis of our further considerations is a system
component safety function defined as follows.

Definition 1. A vector

   si(t , ⋅ ) = [si(t,0), si(t,1),..., si(t,z)], ),,0 ∞∈<t        (1)
,,...,2,1 ni =

where

   si(t,u) = P(Ei(t) ≥ u | Ei(0) = z) = P(Ti(u) > t)          (2)

for ),,0 ∞∈<t u = 0,1,...,z, ,,...,2,1 ni =  is the
probability that the component Ei is in the state subset

},...,1,{ zuu +  at the moment t, ),,0 ∞∈<t  while it was
in the state z at the moment t = 0, is called the multi-
state safety function of a component Ei.

Similarly, we can define a multi-state system safety
function.

Definition 2. A vector

   sn(t , ⋅ ) = [sn(t,0), sn(t,1),..., sn(t,z)], ),,0 ∞∈<t      (3)

where

   sn(t,u) = P(S(t) ≥ u | S(0) = z) = P(T(u) > t)             (4)

for ),,0 ∞∈<t u = 0,1,...,z, is the probability  that the
system is in the state subset },...,1,{ zuu +  at the
moment t, ),,0 ∞∈<t  while it was in the state z at the
moment t = 0, is called the multi-state safety function
of a system.

Definition 3. A probability

   r(t) = P(S(t) < r | S(0) = z) = P(T(r) ≤ t),                 (5)
),,0 ∞∈<t

that the system is in the subset of states worse than the
critical state r, r ∈{1,...,z} while it was in the state z at
the moment t = 0 is called a risk function of the multi-
state system.

Under this definition, considering (4) and (5), we have

   r(t) = 1 - P(S(t) ≥ r | S(0) = z) = 1 - sn(t,r),             (6)
),,0 ∞∈<t

and, if τ is the moment when the risk exceeds a
permitted level δ, ,1,0 >∈<δ  then

=τ r ),(1 δ−                                                               (7)

where r )(1 t− , if it exists, is the inverse function of the
risk function r(t) given by (6).

3. Basic system safety structures
The proposition of a multi-state approach to definition
of basic notions, analysis and diagnosing of systems’
safety allowed us to define the system safety function
and the system risk function. It also allows us to define
basic structures of the multi-state systems of
components with degrading safety states. For these

.  .    u-1    0      1      u     z-1     z
. . . . . .
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basic systems it is possible to determine their safety
functions. Further, as an example, we will consider a
series system.

Definition 4. A multi-state system is called a series
system if it is in the safety state subset },...,1,{ zuu +  if
and only if all its components are in this subset of
safety states.

Corollary 1. The lifetime T(u) of a multi-state series
system in the state subset },...,1,{ zuu +  is given by

   T(u) = )}({min
1

uTini≤≤
, u = 1,2,...,z.

The scheme of a series system is given in Figure 2.

Figure 2. The scheme of a series system

It is easy to work out the following result.

Corollary 2. The safety function of the multi-state
series system is given by

sn(t , ⋅ ) = [1,sn(t,1),...,sn(t,z)], ),,0 ∞∈<t            (8)

where

sn(t,u) = ∏
=

n

i
i uts

1
),( , ),,0 ∞∈<t u = 1,2,...,z.         (9)

Corollary 3. If components of the multi-state series
system have exponential safety functions, i.e., if

   si(t , ⋅ ) = [1, si(t,1),..., si(t,z)], ),,0 ∞∈<t

where

])(exp[),( tuuts ii λ−= for ),,0 ∞∈<t 0)( >uiλ ,
u = 1,2,...,z, ,,...,2,1 ni =

then its safety function is given by

sn(t , ⋅ ) = [1,sn(t,1),...,sn(t,z)],                            (10)

where

sn(t,u) = ])(exp[
1

∑−
=

n

i
i tuλ  for ),,0 ∞∈<t            (11)

u = 1,2,...,z.

4. Basic system safety structures in variable
operation conditions
We assume that the system during its operation process
has v different operation states. Thus we can define

),(tZ ,,0 >+∞∈<t as the process with discrete
operation states from the set

},.,..,,{ 21 vzzzZ =

In practice a convenient assumption is that Z(t)  is  a
semi-markov process [3] with its conditional lifetimes

blθ  at the operation state bz  when its next operation

state is ,lz ,,...,2,1, vlb = .lb ≠  In this case the
process Z(t) may be described by:
- the vector of probabilities of the process initial
operation states ,)]0([ 1 νxbp
- the matrix of the probabilities of the process
transitions between the operation states ννxblp ][ ,
where 0)( =tpbb  for .,...,2,1 vb =
- the matrix of the conditional distribution functions

ννxbl tH )]([  of the process lifetimes ,blθ ,lb ≠  in the
operation state bz  when the next operation state is

,lz where )()( tPtH blbl <= θ  for ,,...,2,1, vlb = ,lb ≠
and 0)( =tH bb  for .,...,2,1 vb =
Under these assumptions, the lifetimes blθ  mean
values are given by

][ blbl EM θ= ∫=
∞

0
),(ttdH bl ,,...,2,1, vlb = .lb ≠ (12)

The unconditional distribution functions of the
lifetimes bθ  of the process )(tZ  at the operation states

,bz ,,...,2,1 vb =  are given by

)(tH b  = ∑
=

v

l
blbl tHp

1
),( .,...,2,1 vb =

The mean values E[ bθ ] of the unconditional lifetimes

bθ  are given by

][ bb EM θ=  = ∑
=

v

l
blbl Mp

1
, ,,...,2,1 vb =

where blM  are defined by (12).
Limit values of the transient probabilities at the
operation states

)(tpb = P(Z(t) = bz ) , ),,0 +∞∈<t ,,...,2,1 vb =
are given by

.    .    .E1 E2 En
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bp  = )(lim tpb
t ∞→

 = ,

1
∑
=

v

l
ll

bb

M

M

π

π
,,...,2,1 vb =              (13)

where the probabilities bπ  of the vector νπ xb 1][  satisfy
the system of equations







∑ =

=

=

v

l
l

blbb p

1
.1

]][[][

π

ππ

We assume that the system is composed of n
components ,iE ,,...,2,1 ni =  the changes of the
process Z(t) operation states have an influence on the
system components iE  safety and on the system safety
structure as well. Thus, we denote the conditional
safety function of the system component iE  while the
system is at the operational state ,bz ,,...,2,1 vb =  by

),()( ⋅ts b
i = [1, ),1,()( ts b

i ),2,()( ts b
i ..., ),()( zts b

i ],

where

))()((),( )()(
b

b
i

b
i ztZtuTPuts =>=

for ),,0 ∞∈<t ,,...,2,1 vb = ,,...,2,1 zu = and the
conditional safety function of the system while the
system is at the operational state ,bz ,,...,2,1 vb =  by

),()( ⋅tb
nb

s = [1, ),1,()( tb
nb

s ),2,()( tb
nb

s ..., ),()( ztb
nb

s ],
},,...,2,1{ nnb ∈

where bn  are numbers of components in the operation
states bz  and

),,()( utb
nb

s ))()(( )(
b

b ztZtuTP =>=

for ),,0 ∞∈<t },,...,2,1{ nnb ∈ ,,...,2,1 ν=b
.,...,2,1 zu =

The safety function ),()( uts b
i is the conditional

probability that the component iE  lifetime )()( uT b
i  in

the state subset },...,1,{ zuu +  is not less than t, while
the process Z(t) is at the operation state .bz  Similarly,

the safety function ),()( utb
nb

s  is the conditional

probability that the system lifetime )()( uT b  in the state

subset },...,1,{ zuu +  is not less than t, while the
process Z(t) is at the operation state .bz
In the case when the system operation time is large
enough, the unconditional safety function of the system
is given by

),( ⋅tns = [1, ),1,(tns ),2,(tns ..., ),( ztns ], ,0≥t

where

),( utns ))(( tuTP >= ),()(

1
utp b

n
b

b b
s∑≅

=

ν
              (14)

for ,0≥t },,...,2,1{ nnb ∈ ,,...,2,1 zu =  and )(uT  is the
unconditional lifetime of the system in the safety state
subset }.,...,1,{ zuu +
The mean values and variances of the system lifetimes
in the safety state subset },...,1,{ zuu +  are

,)()]([)(
1

)(∑≅=
=

ν

b

b
b umpuTEum ,,...,2,1 zu =       (15)

where [2]

,),()(
0

)()( ∫=
∞

dtutum bb
bns },,...,2,1{ nnb ∈ (16)

,,...,2,1 zu =

and

∫ −=
∞

0

2)(2)( ,)]([),(2)]([ umdtuttu b
n

b
b

sσ                  (17)

,,...,2,1 zu =

for ,,...,2,1 ν=b  and

∫ −=
∞

0

22 ,)]([),(2)]([ umdtuttu nsσ .,...,2,1 zu =    (16)

The mean values of the system lifetimes in the
particular safety states ,u  are [2]

),1()()( +−= umumum ,1,...,2,1 −= zu
).()( zmzm =                                                          (19)

5. Ship safety Model in constant operation
conditions
We preliminarily assume that the ship is composed of a
number of main technical subsystems having an
essential influence on its safety. There are
distinguished her following technical subsystems:
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1S  - a navigational subsystem,

2S  - a propulsion and controlling subsystem,

3S  - a loading and unloading subsystem,

4S  - a hull subsystem,

5S  - a protection and rescue subsystem,

6S  - an anchoring and mooring subsystem.
According to Definition 1, we mark the safety
functions of these subsystems respectively by vectors

  si(t , ⋅ ) = [si(t,0), si(t,1),..., si(t,z)], ),,0 ∞∈<t       (20)
,6,...,2,1=i

with co-ordinates

   si(t,u) = P(Si(t) ≥ u | Si(0) = z) = P(Ti(u) > t)         (21)

for ),,0 ∞∈<t u = 0,1,...,z, ,6,...,2,1=i where Ti(u), i =
1,2,...,6, are independent random variables representing
the lifetimes of subsystems Si in the safety state subset
{u,u+1,...,z}, while they were in the state z at the
moment t = 0 and Si(t) is a subsystem Si safety state at
the moment t, ).,0 ∞∈<t
Further, assuming that the ship is in the safety state
subset {u,u+1,...,z} if all its subsystems are in this
subset of safety states and considering Definition 4, we
conclude that the ship is a series system of subsystems

1S , 2S , 3S , 4S , 5S , 6S  with a scheme presented in
Figure 3.

Figure 3. The scheme of a structure of ship subsystems

Therefore, the ship safety is defined by the vector

),(6 ⋅ts = [ )0,(6 ts , )1,(6 ts ,..., ),(6 zts ],               (22)
),,0 ∞∈<t

with co-ordinates

),(6 uts = P(S(t) ≥ u | S(0) = z) = P(T(u) > t)         (23)

for ),,0 ∞∈<t u = 0,1,...,z, where T(u) is a random
variable representing the lifetime of the ship in the
safety state subset  {u,u+1,...,z} while it was in the
state z at the moment t = 0 and S(t) is the ship safety
state at the moment t, ),,0 ∞∈<t  according to
Corollary 2, is given by the formula

),(6 ⋅ts = [1, )1,(6 ts ,..., ),(6 zts ], ),,0 ∞∈<t       (24)

where

),(6 uts = ∏
=

6

1
),(

i
i uts , ),,0 ∞∈<t u = 1,2,...,z.       (25)

6. Ship operation process

Technical subsystems 1S , 2S , 3S , 4S , 5S , 6S  are
forming a general ship safety structure presented in
Figure 3. However, the ship safety structure and the
ship subsystems safety depend on her changing in time
operation states.
Considering basic sea transportation processes the
following operation ship states have been specified:

1z - loading of cargo,
2z - unloading of cargo,

3z - leaving the port,
4z - entering the port,

5z - navigation at restricted water areas,

6z - navigation at open sea waters.
In this case the process Z(t) may be described by:
- the vector of probabilities of the initial operation
states ,)]0([ 61xbp
- the matrix of the probabilities of its transitions
between the operation states 66][ xblp , where

0)( =tpbb  for ,6,...,2,1=b
- the matrix of the conditional distribution functions

66)]([ xbl tH  of the lifetimes ,blθ ,lb ≠  where
)()( tPtH blbl <= θ  for ,6,...,2,1, =lb ,lb ≠  and

0)( =tH bb  for .6,...,2,1=b
Under these assumptions, the lifetimes blθ  mean
values are given by

][ blbl EM θ= ∫=
∞

0
),(ttdH bl ,6,...,2,1, =lb .lb ≠ (26)

The unconditional distribution functions of the
lifetimes bθ  of the process )(tZ  at the operation states

,bz ,6,...,2,1=b  are given by

)(tH b  = ∑
=

6

1
),(

l
blbl tHp .6,...,2,1=b

The mean values E[ bθ ] of the unconditional lifetimes

bθ  are given by

][ bb EM θ=  = ∑
=

6

1l
blbl Mp , ,6,...,2,1=b                  (27)

where blM  are defined by (26).

 S2  S3  S4  S5  S6 S1
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Limit values of the transient probabilities at the
operation states

)(tpb = P(Z(t) = bz ), ),,0 +∞∈<t ,6,...,2,1=b

are given by

bp  = )(lim tpb
t ∞→

= ,6

1
∑
=l

ll

bb

M

M

π

π
,6,...,2,1=b               (28)

where the probabilities bπ  of the vector 61][ xbπ  satisfy
the system of equations







∑ =

=

=

6

1
.1

]][[][

l
l

blbb p

π

ππ
                                                  (29)

7. Safety model of ship in variable operation
conditions
We assume as earlier that the ship is composed of

6=n  subsystems ,iS ,6,...,2,1=i  and that the
changes of the process Z(t) of ship operation states
have an influence on the system subsystems iS  safety
and on the ship safety structure as well. Thus, we
denote the conditional safety function of the ship
subsystem iS  while the ship is at the operational state

,bz ,6,...,2,1=b  by

),()( ⋅ts b
i = [1, ),1,()( ts b

i ),2,()( ts b
i ..., ),()( zts b

i ],

where

))()((),( )()(
b

b
i

b
i ztZtuTPuts =>=

for ),,0 ∞∈<t ,6,...,2,1=b ,,...,2,1 zu =  and the
conditional safety function of the ship while the ship is
at the operational state ,bz ,6,...,2,1=b  by

),()( ⋅tb
nb

s = [1, ),1,()( tb
nb

s ),2,()( tb
nb

s ..., ),()( ztb
nb

s ],

where

),,()( utb
nb

s ))()(( )(
b

b ztZtuTP =>=

for ),,0 ∞∈<t ,6,...,2,1=b },6,5,4,3,2,1{∈bn
.,...,2,1 zu =

The safety function ),()( uts b
i is the conditional

probability that the subsystem iS  lifetime )()( uT b
i  in

the state subset },...,1,{ zuu +  is not less than t, while
the process Z(t) is at the ship operation state .bz

Similarly, the safety function ),()( utb
nb

s  is the

conditional probability that the ship lifetime )()( uT b

in the state subset },...,1,{ zuu +  is not less than t,
while the process Z(t) is at the ship operation state .bz
In the case when the ship operation time is large
enough, the unconditional safety function of the system
is given by

),(6 ⋅ts = [1, ),1,(6 ts ),2,(6 ts ..., ),(6 zts ], ,0≥t

where

),(6 uts ))(( tuTP >= ),()(6

1
utp b

n
b

b b
s∑≅

=
              (30)

for ,0≥t },6,5,4,3,2,1{∈bn ,,...,2,1 zu =  and )(uT  is
the unconditional lifetime of the ship in the safety state
subset }.,...,1,{ zuu +
The mean values and variances of the ship lifetimes in
the safety state subset },...,1,{ zuu +  are

,)()}([)(
6

1

)(∑≅=
=b

b
b umpuTEum ,,...,2,1 zu =       (31)

where

,),()(
0

)()( ∫=
∞

dtutum bb
bns (32)

for ,6,...,2,1=b },6,5,4,3,2,1{∈bn ,,...,2,1 zu =  and

∫ −==
∞

0

2
6

2 ,)]([),(2)]([)]([ umdtuttuTDu sσ           (33)

,,...,2,1 zu =

The mean values of the system lifetimes in the
particular safety states ,u  are

),1()()( +−= umumum ,1,...,2,1 −= zu

).()( zmzm =                                                          (34)

8. Preliminary application of general safety
model of ship in variable operation conditions
According to expert opinions [5] in the ship operation
process, ),(tZ 0≥t , we distinguished seven operation
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states: 1z , 2z , 3z , 4z , 5z , 6z . On the basis of data
coming from experts, the probabilities of transitions
between the operation states are approximately given
by

,

00.095.001.000.002.002.0
48.000.048.000.002.002.0
00.000.000.002.049.049.0
02.096.002.000.000.000.0
02.002.000.048.000.048.0
02.002.000.096.000.000.0

][ 66



























=xblp

and the distributions of the ship conditional lifetimes in
the operation states are exponential of the following
forms:

],5.0exp[1)(13 ttH −−= ],0.1exp[1)(15 ttH −−=

],0.1exp[1)(16 ttH −−= ],5.0exp[1)(21 ttH −−=

],5.0exp[1)(23 ttH −−= ],0.1exp[1)(25 ttH −−=

],0.1exp[1)(26 ttH −−= ],0.25exp[1)(34 ttH −−=

],0.25exp[1)(35 ttH −−= ],5.12exp[1)(36 ttH −−=

],33.0exp[1)(51 ttH −−= ],33.0exp[1)(52 ttH −−=

],5.0exp[1)(54 ttH −−= ],5.0exp[1)(56 ttH −−=

],2.0exp[1)(61 ttH −−= ],2.0exp[1)(62 ttH −−=

],25.0exp[1)(64 ttH −−= ]25.0exp[1)(65 ttH −−=

for .0≥t

Hence, by (26), the conditional mean values of
lifetimes in the operation states are

,213 =M ,115 =M ,116 =M

,221 =M ,223 =M ,125 =M ,126 =M

,04.034 =M ,04.035 =M ,08.036 =M

,08.041 =M ,08.042 =M ,04.043 =M
,351 =M ,352 =M ,254 =M ,256 =M

,561 =M ,562 =M ,464 =M .465 =M

Whereas, by (27), the unconditional mean lifetimes in
the operation states are

== ][ 11 θEM 161615151313 MpMpMp ++

,96.1102.0102.0296.0 =⋅+⋅+⋅=

][ 22 θEM =

2626252523232121 MpMpMpMp +++=

,96.1102.0102.0248.0248.0 =⋅+⋅+⋅+⋅=

== ][ 33 θEM 363635353434 MpMpMp ++

,0408.008.002.004.096.004.002.0 =⋅+⋅+⋅=

== ][ 44 θEM 434342424141 MpMpMp ++

,0792.004.002.008.049.008.049.0 =⋅+⋅+⋅=

][ 55 θEM =

5656545452525151 MpMpMpMp +++=

,04.2248.0248.0302.0302.0 =⋅+⋅+⋅+⋅=

][ 66 θEM =

6565646462626161 MpMpMpMp +++=

.04.4495.0401.0502.0502.0 =⋅+⋅+⋅+⋅=

Since from the system of equations

[ ]








=+++++

=

,1
],,,,,[

],,,,,[

654321

66654321

654321

ππππππ

ππππππ
ππππππ

xblp

we get

,126.01 =π ,085.02 =π ,165.03 =π

,155.04 =π ,312.05 =π ,157.06 =π

then the limit values of the transient probabilities
)(tpb  at the operational states bz , according to (28),

are given by

,145.01 =p ,098.02 =p ,004.03 =p ,007.04 =p
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,374.05 =p .372.06 =p                                        (35)

We assume that the ship subsystems ,iS ,6,...,2,1=i
are its five-state components, i.e. z = 4, with the multi-
state safety functions

),()( ⋅ts b
i = [1, ),1,()( ts b

i ),2,()( ts b
i ..., ),()( zts b

i ],
,6,...,2,1=b ,6,...,2,1=i

with exponential co-ordinates different in various ship
operation states bz , .6,...,2,1=b
At the operation states 1z and 2z , i.e. at the cargo
loading and un-loading state the ship is built of

421 == nn subsystems ,3S ,4S 5S  and 6S  forming
a series structure shown in Figure 4.

Figure 4. The scheme of the ship structure at the
operation states 1z and 2z

We assume that the ship subsystems ,iS ,6,5,4,3=i
are its five-state components, i.e. z = 4, having the
multi-state safety functions

),()( ⋅ts b
i = [1, ),1,()( ts b

i ),2,()( ts b
i ),3,()( ts b

i )4,()( ts b
i ],

,6,5,4,3=i ,2,1=b

with exponential co-ordinates, for ,2,1=b
respectively given by:

- for the loading subsystem 3S

)1,()(
3 ts b = exp[−0.06t], )2,()(

3 ts b = exp[−0.07t],

)3,()(
3 ts b = exp[−0.08t], )4,()(

3 ts b = exp[−0.09t],

- for the hull subsystem 4S

)1,()(
4 ts b = exp[−0.03t], )2,()(

4 ts b = exp[−0.04t],

)3,()(
4 ts b = exp[−0.06t], )4,()(

4 ts b = exp[−0.07t],
- for the protection and rescue subsystem 5S

)1,()(
5 ts b = exp[−0.10t], )2,()(

5 ts b = exp[−0.12t],

)3,()(
5 ts b = exp[−0.15t], )4,()(

5 ts b = exp[−0.16t],

- for the anchor and mooring subsystem 6S

)1,()(
6 ts b = exp[−0.06t], )2,()(

6 ts b = exp[−0.08t],

)3,()(
6 ts b = exp[−0.10t], )4,()(

6 ts b = exp[−0.12t].

Assuming that the ship is in the safety state subsets
},...,1,{ zuu + , ,4,3,2,1=u  if all its subsystems are in

this safety state subset, according to Definition 1 and
Definition 4, the considered system is a five-state
series system. Thus, by Corollary 3, after applying
(10)−(11), we have its conditional safety functions in
the operation states 1z  and 2z  respectively for

,2,1=b  given by

),()(
4 ⋅tbs

   = [1, ),1,()(
4 tbs ),2,()(

4 tbs ),3,()(
4 tbs )4,()(

4 tbs ],
,0≥t ,2,1=b

where

)1,()(
4 tbs = exp[−(0.06 + 0.03 + 0.10 +  0.06)t]

],25.0exp[ t−=

)2,()(
4 tbs = exp[-(0.07 + 0.04 + 0.12 +0.08)t]

],31.0exp[ t−=

)3,()(
4 tbs = exp[−(0.08 + 0.06 + 0.15 + 0.10)t]

],39.0exp[ t−=

)4,()(
4 tbs = exp[−(0.09 + 0.07 + 0.16 + 0.12)t]

]44.0exp[ t−=  for t ≥ 0, 2,1=b .

The expected values and standard deviations of the
ship conditional lifetimes in the safety state subsets
calculated from the above result, according to (16)-
(17), for ,2,1=b are:

)1()(bm ≅ 4.00, )2()(bm ≅ 3.26, )3()(bm ≅ 2.56,

)4()(bm ≅ 2.27 years,

)1()(bσ ≅ 4.00, )2()(bσ ≅ 3.26, )3()(bσ ≅ 2.56,

S3 S4  S5 S6
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)4()(bσ ≅ 2.27 years,

and further, from (10), the ship conditional lifetimes in
the particular safety states, for ,2,1=b  are:

)1()(bm ≅ 0.74, )2()(bm ≅ 0.70, )3()(bm ≅ 0.29,

)4()(bm ≅ 2.27 years.

At the operation states 3z and 4z , i.e. at the leaving
and entering state the ship is built of 543 == nn
subsystems ,1S ,2S ,4S 5S  and 6S  forming a series
structure shown in Figure 5.

Figure 5. The scheme of the ship structure at the
operation states 3z and 4z

We assume that the ship subsystems ,iS ,6,5,4,2,1=i
are its five-state components, i.e. z = 4, having the
multi-state safety functions

),()( ⋅ts b
i = [1, )1,()( ts b

i , )2,()( ts b
i , )3,()( ts b

i , )4,()( ts b
i ],

,6,5,4,2,1=i ,4,3=b

with exponential co-ordinates, for ,4,3=b  respectively
given by:

- for the navigational subsystem 1S

)1,()(
1 ts b = exp[−0.15t], )2,()(

1 ts b = exp[−0.20t],

)3,()(
1 ts b = exp[−0.22t], )4,()(

1 ts b = exp[−0.25t],

- for the propulsion and controlling subsystem 2S

)1,()(
2 ts b = exp[−0.05t], )2,()(

2 ts b = exp[−0.06t],

)3,()(
2 ts b = exp[−0.07t], )4,()(

2 ts b = exp[−0.08t],

- for the hull subsystem 4S

)1,()(
4 ts b = exp[−0.04t], )2,()(

4 ts b = exp[−0.05t],

)3,()(
4 ts b = exp[−0.07t], )4,()(

4 ts b = exp[−0.08t],

- for the protection and rescue subsystem 5S

)1,()(
5 ts b = exp[−0.12t], )2,()(

5 ts b = exp[−0.14t],

)3,()(
5 ts b = exp[−0.16t], )4,()(

5 ts b = exp[−0.18t],

- for the anchor and mooring subsystem 6S

)1,()(
6 ts b = exp[−0.02t], )2,()(

6 ts b = exp[−0.04t],

)3,()(
6 ts b = exp[−0.06t], )4,()(

6 ts b = exp[−0.08t].

Assuming that the ship is in the safety state subsets
},...,1,{ zuu + , ,4,3,2,1=u  if all its subsystems are in

this safety state subset, according to Definition 1 and
Definition 4, the considered system is a five-state
series system. Thus, by Corollary 3, after applying
(10)−(11), we have its conditional safety functions in
the operation states 3z  and 4z  respectively for

,4,3=b  given by

),()(
5 ⋅tbs

= [1, ),1,()(
5 tbs ),2,()(

5 tbs ),3,()(
5 tbs )4,()(

5 tbs ],
,0≥t ,4,3=b

where

)1,()(
5 tbs = exp[−(0.15 + 0.05 + 0.04 + 0.12 + 0.02)t]

],38.0exp[ t−=

)2,()(
5 tbs = exp[-(0.20 + 0.06 + 0.05 +0.14+ 0.04)t]

],49.0exp[ t−=

)3,()(
5 tbs = exp[−(0.22 + 0.07 + 0.07 + 0.16 + 0.06)t]

],58.0exp[ t−=

)4,()(
5 tbs = exp[−(0.25 + 0.08 + 0.08 + 0.18 + 0.08)t]

]67.0exp[ t−=  for t ≥ 0, 4,3=b .

The expected values and standard deviations of the
ship conditional lifetimes in the safety state subsets
calculated from the above result, according to  (16)-
(17), for ,4,3=b are:

S1 S2 S4 S5 S6



J.Soszy ska,  P.Dziula, M.Jurdzi ski, K.Ko owrocki    On multi-state safety analysis in shipping  -  RTA # 3-4, 2007, December  -  Special Issue

- 49 -

)1()(bm ≅ 2.63, )2()(bm ≅ 2.04, )3()(bm ≅ 1.72,

)4()(bm ≅ 1.49 years,

)1()(bσ ≅ 2.63, )2()(bσ ≅ 2.04, )3()(bσ ≅ 1.72,

)4()(bσ ≅ 1.49 years,

and further, from (10), the ship conditional lifetimes in
the particular safety states, for ,2,1=b  are:

)1()(bm ≅ 0.59, )2()(bm ≅ 0.32, )3()(bm ≅ 0.23,

)4()(bm ≅ 1.49 years.

At the operation state 5z , i.e. at the navigation at
restricted areas state the ship is built of 55 =n
subsystems ,1S ,2S ,4S 5S  and 6S  forming a series
structure shown in Figure 6.

Figure 6. The scheme of the ship structure at the
operation state 5z

We assume that the ship subsystems ,iS ,6,5,4,2,1=i
are its five-state components, i.e. z = 4, having the
multi-state safety functions

),()5( ⋅tsi = [1, )1,()5( tsi , )2,()5( tsi , )3,()5( tsi , )4,()5( tsi ],
,6,5,4,2,1=i

with exponential co-ordinates respectively given by:

- for the navigational subsystem 1S

)1,()5(
1 ts = exp[−0.18t], )2,()5(

1 ts = exp[−0.22t],

)3,()5(
1 ts = exp[−0.24t], )4,()5(

1 ts = exp[−0.26t],

- for the propulsion and controlling subsystem 2S
)1,()5(

2 ts = exp[−0.06t], )2,()5(
2 ts = exp[−0.07t],

)3,()5(
2 ts = exp[−0.08t], )4,()5(

2 ts = exp[−0.09t],

- for the hull subsystem 4S

)1,()5(
4 ts = exp[−0.06t], )2,()5(

4 ts = exp[−0.08t],

)3,()5(
4 ts = exp[−0.09t], )4,()5(

4 ts = exp[−0.10t],

- for the protection and rescue subsystem 5S

)1,()5(
5 ts = exp[−0.14t], )2,()5(

5 ts = exp[−0.15t],

)3,()5(
5 ts = exp[−0.17t], )4,()5(

5 ts = exp[−0.20t],

- for the anchor and mooring subsystem 6S

)1,()5(
6 ts = exp[−0.02t], )2,()5(

6 ts = exp[−0.03t],

)3,()5(
6 ts = exp[−0.04t], )4,()5(

6 ts = exp[−0.05t].

Assuming that the ship is in the safety state subsets
},...,1,{ zuu + , ,4,3,2,1=u  if all its subsystems are in

this safety state subset, according to Definition 1 and
Definition 4, the considered system is a five-state
series system. Thus, by Corollary 3, after applying
(10)−(11), we have its safety function given by

),()5(
5 ⋅ts

= [1, ),1,()5(
5 ts ),2,()5(

5 ts ),3,()5(
5 ts )4,()5(

5 ts ], ,0≥t

where

)1,()5(
5 ts = exp[−(0.18 + 0.06 + 0.06 +  0.14 + 0.02)t]

],46.0exp[ t−=

)2,()5(
5 ts = exp[-(0.22 + 0.07 + 0.08 +0.15+ 0.03)t]

],55.0exp[ t−=

)3,()5(
5 ts = exp[−(0.24 + 0.08 + 0.09 + 0.17 + 0.04)t]

],62.0exp[ t−=

)4,()5(
5 ts = exp[−(0.26 + 0.09 + 0.10 + 0.20 + 0.05)t]

]70.0exp[ t−=  for t ≥ 0.

The expected values and standard deviations of the
ship lifetimes in the safety state subsets calculated
from the above result, according to  (16)-(17), are:

)1()6(m ≅ 2.17, )2()6(m ≅ 1.82, )3()6(m ≅ 1.61,

S1 S2 S4 S5 S6
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)4()6(m ≅ 1.43 years,

)1()6(σ ≅ 2.17, )2()6(σ ≅ 1.82, )3()6(σ ≅ 1.61,

)4()6(σ ≅ 1.43 years,

and further, from (10), the ship lifetimes in the
particular safety states are:

)1()6(m ≅ 0.35, )2()6(m ≅ 0.21, )3()6(m ≅ 0.18,

)4()6(m ≅ 1.43 years.

At the operation state 6z , i.e. at the navigation at open
sea state the ship is built of 46 =n  subsystems ,1S ,2S

,4S  and 5S  forming a series structure shown in Figure
7.

Figure 7. The scheme of the ship structure at the
operation state 6z

We assume that the ship subsystems ,iS ,5,4,2,1=i
are its five-state components, i.e. z = 4, having the
multi-state safety functions

),()6( ⋅tsi = [1, )1,()6( tsi , )2,()6( tsi , )3,()6( tsi , )4,()6( tsi ],
,5,4,2,1=i

with exponential co-ordinates respectively given by:

- for the navigational subsystem 1S

)1,()6(
1 ts = exp[−0.18t], )2,()6(

1 ts = exp[−0.22t],

)3,()6(
1 ts = exp[−0.24t], )4,()6(

1 ts = exp[−0.26t],

- for the propulsion and controlling subsystem 2S

)1,()6(
2 ts = exp[−0.06t], )2,()6(

2 ts = exp[−0.07t],
)3,()6(

2 ts = exp[−0.08t], )4,()6(
2 ts = exp[−0.09t],

- for the hull subsystem 4S

)1,()6(
4 ts = exp[−0.05t], )2,()6(

4 ts = exp[−0.06t],

)3,()6(
4 ts = exp[−0.07t], )4,()6(

4 ts = exp[−0.08t],

- for the protection and rescue subsystem 5S

)1,()6(
5 ts = exp[−0.15t], )2,()6(

5 ts = exp[−0.16t],

)3,()6(
5 ts = exp[−0.18t], )4,()6(

5 ts = exp[−0.22t].

Assuming that the ship is in the safety state subsets
},...,1,{ zuu + , ,4,3,2,1=u  if all its subsystems are in

this safety state subset, according to Definition 1 and
Definition 4, the considered system is a five-state
series system. Thus, by Corollary 3, after applying
(10)−(11), we have its safety function given by

),()7(
4 ⋅ts

= [1, ),1,()7(
4 ts ),2,()7(

4 ts ),3,()7(
4 ts )4,()7(

4 ts ], ,0≥t

where

)1,()6(
4 ts = exp[−(0.18 + 0.06 + 0.05 +  0.15)t]

],44.0exp[ t−=

)2,()6(
4 ts = exp[-(0.22 + 0.07 + 0.06 +0.16)t]

],51.0exp[ t−=

)3,()6(
4 ts = exp[−(0.24 + 0.08 + 0.07 + 0.18)t]

],57.0exp[ t−=

)4,()6(
4 ts = exp[−(0.26 + 0.09 + 0.08 + 0.22)t]

]67.0exp[ t−=  for t ≥ 0.

The expected values and standard deviations of the
ship lifetimes in the safety state subsets calculated
from the above result, according to  (16)-(17), are:

)1()6(m ≅ 2.27, )2()6(m ≅ 1.96, )3()6(m ≅ 1.75,

)4()6(m ≅ 1.49 years,

)1()6(σ ≅ 2.27, )2()6(σ ≅ 1.96, )3()6(σ ≅ 1.75,

)4()6(σ ≅ 1.49 years,

and further, from (18), the ship lifetimes in the
particular safety states are:

S1 S2 S4 S5
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)1()6(m ≅ 0.31, )2()6(m ≅ 0.21, )3()6(m ≅ 0.26,

)4()6(m ≅ 1.49 years.

In the case when the system operation time is large
enough, the unconditional safety function of the ship is
given by the vector

),(6 ⋅ts

= [1, ),1,(6 ts ),2,(6 ts ),3,(6 ts )4,(6 ts ], ,0≥t

where, according to (14),  the co-ordinates are

)1,(6 ts )1,()1(
41 tp s= )1,()2(

42 tp s+ )1,()3(
53 tp s+

)1,()4(
54 tp s+ )1,()5(

55 tp s+ )1,()6(
46 tp s+

]25.0exp[145.0 t−⋅= ]25.0exp[098.0 t−⋅+

]38.0exp[004.0 t−⋅+ ]38.0exp[007.0 t−⋅+

]46.0exp[374.0 t−⋅+ ],44.0exp[374.0 t−⋅+

=)2,(6 ts )2,()1(
41 tp s )2,()2(

42 tp s+ )2,()3(
53 tp s+

)2,()4(
54 tp s+ )2,()5(

55 tp s+ )2,()6(
46 tp s+

]31.0exp[145.0 t−⋅= ]31.0exp[098.0 t−⋅+

]49.0exp[004.0 t−⋅+ ]49.0exp[007.0 t−⋅+

]55.0exp[74.3.0 t−⋅+ ],51.0exp[372.0 t−⋅+

=)3,(6 ts )3,()1(
41 tp s )3,()2(

42 tp s+ )3,()3(
53 tp s+

)3,()4(
54 tp s+ )3,()5(

55 tp s+ )3,()6(
46 tp s+

]39.0exp[145.0 t−⋅= ]39.0exp[098.0 t−⋅+

]58.0exp[004.0 t−⋅+ ]58.0exp[007.0 t−⋅+

]62.0exp[0374.0 t−⋅+ ],57.0exp[372.0 t−⋅+

=)4,(6 ts )4,()1(
41 tp s )4,()2(

42 tp s+ )4,()3(
53 tp s+

)4,()4(
54 tp s+ )4,()5(

55 tp s+ )4,()6(
46 tp s+

]44.0exp[145.0 t−⋅= ]44.0exp[098.0 t−⋅+

]67.0exp[004.0 t−⋅+ ]67.0exp[007.0 t−⋅+

]70.0exp[374.0 t−⋅+ ]67.0exp[372.0 t−⋅+  for t ≥ 0.

The mean values and variances of the system
unconditional lifetimes in the safety state subsets,
according to (31) and (33), respectively are

)1(m )1()1(
1 mp= )1()2(

2 mp+ )1()3(
3mp+

)1()4(
4 mp+ )1()5(

5 mp+ ),1()6(
6 mp+

00.4145.0 ⋅≅ 00.4098.0 ⋅+ 63.2004.0 ⋅+

63.2007.0 ⋅+ 17.2374.0 ⋅+ 27.2372.0 ⋅+ .66.2=

2)]1([σ 2]00.4[145.0[2 ⋅≅ 2]00.4[098.0 ⋅+

2]63.2[004.0 ⋅+ 2]63.2[007.0 ⋅+ 2]17.2[374.0 ⋅+

]]27.2[372.0 2⋅+ ,]87.2[]66.2[ 22 =− ,87.2)1( ≅σ

)2(m )2()1(
1 mp= )2()2(

2 mp+ )2()3(
3mp+

)2()4(
4 mp+ )2()5(

5 mp+ ),2()6(
6 mp+

26.3145.0 ⋅≅ 26.3098.0 ⋅+ 04.2004.0 ⋅+

04.2007.0 ⋅+ 82.1374.0 ⋅+ 96.1372.0 ⋅+ ,22.2=

2)]2([σ 2]26.3[145.0[2 ⋅≅ 2]26.3[098.0 ⋅+

2]04.2[004.0 ⋅+ 2]04.2[007.0 ⋅+ 2]82.1[374.0 ⋅+

]]96.1[372.0 2⋅+ ,]38.2[]22.2[ 22 =− ,38.2)2( ≅σ

)3(m )3()1(
1 mp= )3()2(

2 mp+ )3()3(
3mp+

)3()4(
4 mp+ )3()5(

5 mp+ ),3()6(
6 mp+

56.2145.0 ⋅≅ 56.2098.0 ⋅+ 72.1004.0 ⋅+

72.1007.0 ⋅+ 61.1374.0 ⋅+ 75.1372.0 ⋅+ ,89.1=

2)]3([σ 2]56.2[145.0[2 ⋅≅ 2]56.2[098.0 ⋅+

2]72.1[004.0 ⋅+ 2]72.1[007.0 ⋅+ 2]61.1[374.0 ⋅+
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]]75.1[372.0 2⋅+ ,]97.1[]89.1[ 22 =− ,97.1)3( ≅σ

)3(m )4()1(
1 mp= )4()2(

2 mp+ )4()3(
3mp+

)4()4(
4 mp+ )4()5(

5 mp+ ),4()6(
6 mp+

27.2145.0 ⋅≅ 27.2098.0 ⋅+ 49.1004.0 ⋅+

49.1007.0 ⋅+ 43.1374.0 ⋅+ 49.1372.0 ⋅+ ,66.1=

2)]4([σ 2]27.2[145.0[2 ⋅≅ 2]27.2[098.0 ⋅+

2]49.1[004.0 ⋅+ 2]49.1[007.0 ⋅+ 2]43.1[374.0 ⋅+

]]49.1[372.0 2⋅+ ,]73.1[]66.1[ 22 =− .3.1)4( ≅σ

The mean values of the system lifetimes in the
particular safety states, by (34), are

,44.0)2()1()1( =−= mmm

,33.0)3()2()2( =−= mmm

,23.0)4()3()3( =−= mmm

.66.1)4()4( == mm

If the critical safety state is r = 2, then the system risk
function, according to (6), is given by

   R(t) = )2,(1 6 ts−

]31.0exp[145.0 t−⋅= ]31.0exp[098.0 t−⋅+

]49.0exp[004.0 t−⋅+ ]49.0exp[007.0 t−⋅+

]55.0exp[74.3.0 t−⋅+ ]51.0exp[372.0 t−⋅+  for t ≥ 0.

Hence, the moment when the system risk function
exceeds a permitted level, for instance δ  = 0.05, from
(7), is

τ = r−1(δ) ≅ 0.11 years.

9. Conclusion
In the paper the multi-state approach to the safety
analysis and evaluation of systems related to their
variable operation processes has been considered.
Theoretical definitions and preliminary results have
been illustrated by the example of their application in
the safety evaluation of a ship transportation system
with changing in time its operation states. The ship
safety structure and its safety subsystems
characteristics are changing in different states what
makes the analysis more complicated but also more
precise than the analysis performed in [2]. However,
the varying in time ship safety structure used in the
application is very general and simplified and the
subsystems safety data are either not precise or not real
and therefore the results may only be considered as an
illustration of the proposed methods possibilities of
applications in ship safety analysis. Anyway, the
obtained evaluation may be a very useful example in
simple and quick ship system safety characteristics
evaluation, especially during the design and when
planning and improving her operation processes safety
and effectiveness.
The results presented in the paper suggest that it seems
reasonable to continue the investigations focusing on
the methods of safety analysis for other more complex
multi-state systems and the methods of safety
evaluation related to the multi-state systems in variable
operation processes [9], [10] and their applications to
the ship transportation systems [5].
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1. Introduction
Group technology (GT) is a manufacturing philosophy
that has attracted a lot of attention because of its
positive impacts in the batch-type production. Cellular
manufacturing (CM) is an application of GT to
manufacturing. It has emerged in the last two decades
as an innovative manufacturing strategy that collects
the advantages of both product and process oriented
system for a medium-volume and medium-variety
production. By applying the GT concept and CM
system, manufacturing companies can achieve many
benefits including reduced set-up times, reduced work-
in-process, less material handling cost, higher
throughput rates.
The performance of a cellular manufacturing system is
conditioned by disruptive events (e.g., failures of
machines) that randomly occur and penalize the
performance of the system. Therefore, equipment that
falls in breakdown generates eventually the
interruption of the whole cell. Consequently, failure of
the machine implies total loss of cell capabilities and it
leads to the partial deterioration of the performance of
the total system [1]. Therefore, the application of an
efficient strategy against these perturbations permits to
improve the performance of those production systems.

Few researches can be found related to the effect of the
failure on the operation of CM system. Some of these
discussed the efficient maintenance politics to improve
the performance of the cellular manufacturing [1], [4]
and [5]. Others developed new coefficients of
similarity that consider a number of alternative ways
during the machine breakdown [3].
This paper is concerned with problems of the
availability of production cells facing random event
due to an internal disruption of breakdown-machine
type. It uses intercellular transfer as a policy to
surmount this type of disruption. The proposed
solution is based on the external routing flexibility: the
ability to release parts to alternative cell. This policy is
assessed through modelling of the production cell and
its simulation with Arena software.
The remainder of this paper is organized as follows. In
section 2 and 3, we formulate a comprehensive idea of
intercellular transfer policy and we give the method for
modelling the availability of the cell. Section 4
presents a comprehensive simulation model to validate
the analytical model and evaluate the policy of
intercellular transfer. Finally, we recapitulate in section
5 the main conclusion of this work and we make
recommendations for future research.

Elleuch Mounir

Ben Bacha Habib

Masmoudi Faouzi
National school of engineering, Sfax, Tunisia

Improvement of manufacturing cells with unreliable machines

Keywords
manufacturing cell, intercellular transfer, markov chains, availability, simulation, performances

Abstract
The performance of cellular manufacturing (CM) is conditioned by disruptive events, such as failure of machines,
which randomly occur and penalize the performance of the cells and disturb seriously the smooth working of the
factory. To overcome the problems caused by the breakdowns, we develop a solution, based on the principle of
virtual cell (VC) and the notion of intercellular transfer that can improve performances of the system. In this
context, we use an analytical method based on Markov chains to model the availability of the cell. The found
results are validated using simulation. The proposed solution in this paper confirmed that it is possible to reduce
the severity of breakdowns in the CM system and improve the performances of the cells through an intercellular
transfer. Simulation allowed a validation of the analytical model and showed the contribution of the suggested
solution.
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2. Description of the manufacturing cell
The shop consists of several machines that are grouped
into different group technology cells operating in a
static environment. Each cell is characterized by a
classically structured flow line with (m) machines in
series. These machines are unreliable, with operation
dependent failures, and have a constant failure and
repair rates λi and µi (i = 1… m).
In this section, we introduce the parameters that
characterize the behaviour of machines in a material
flow model. Each machine Mi is characterized by three
parameters:
- Average utilization rate Tui: This is the rate at which
material flows gets processed through the machine Mi
in the absence of failure.
- Average failure rate λi: This is the rate at which
machine Mi fails when working at its maximum
processing rate (100%).
- Average repair rate µi: This is the rate at which
machine Mi gets repaired if it is down for a failure.
Using theses parameters Tui, λi and µi, we can define
the basic parameters of an isolated machine Mi:
- There is the average failure rate λi.Fc: This is the rate
at which machine Mi fails when working at its
utilization rate Tui.

. ci Fc i Fλ λ= ⋅          (1)

where

.c iTuF =           (2)

- Isolated efficiency Ai( ): that is the average
proportion of time during which machine Mi would be
operational. It is equal to the steady-state availability.
Ai( ) is defined in terms of parameters as follows:

( )
.

.i
i

i Fc i
A

µ
µλ

∞ =
+

         (3)

If the single machine, whose parameters are defined as
above, were part of a production cell, additional
parameters would be needed to characterize it. These
parameters are given below.
- Average utilization rate Tui

*: in a production cell
environment, a cell allows the manufacturing of family
products that made of several types, which forms
various batches, having different sequences of
operations. We regard Tui.k as the utilisation rate of the
machine Mi during the manufacture of the batch k.
Therefore to determine the machine utilisation rate, it
is enough to calculate its utilisation rate during the

manufacturing of family products (various batches
allocated to cell) without taking account of the effect
of the breakdowns of the other machines. This rate is
given by the following expression:

. .
1

i

n

i k i k
k

i

Tu t
Tu

tt
=

⋅
=

∑
          (4)

with:
  - ti.k: the time put by the machine (i) to

manufacture the batch k,
          - tti: the total time to manufacture family

products on the machine (i),
          - n: number of batches treated in manufacturing

cell.

Taken account of the condition which says that the
breakdown of a machine generates the interruption of
the cell, i.e. that we do not have a breakdown at the
same time inside a cell; the utilization rate will be
approximated by the following expression:

*
i iTu Tu E= ⋅ ,          (5)

          - where E  is the efficiency of the cell given by
the following expression [2]

.

1

1 .
1

m
i Fc

i i

E
λ
µ=

=
+ ∑

          (6)

- Failure rate λi Fc*: This is the rate at which machine
Mi fails when it work in a cell.

. * *ci Fc i Fλ λ= ⋅           (7)

where

1 .

1*
1

c i m
j

j j Fc
j i

TuF µ
λ=

≠

= ⋅
+ ∑

 ,                     (8)

with: m represents the number of machine in the cell.
Then the stationary availability will be given by the
expression (9).
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( )
*.

1

1 .
1

cell m
i Fc

i i

A
λ

µ=

∞ =
+ ∑

         (9)

3. Problem definition and solution technique
The failure of only one machine in the cellular
manufacturing system can disrupt the product flow in
the whole system. Indeed, this failure is going to
generate the interruption of different machine in the
corresponding cell. It implies a reduction of the
machine utilization rate, a reduction of the production
capacity and a dissatisfaction of customers. In this
study we are interested in a solution based on the
external routing flexibility. This solution has the
tendency to apply a strategy that permits to reduce the
severity of the failure by the application of an
intercellular transfer policy in case of breakdown of a
machine of the cell. For a production cell treating a
type of product, the breakdown of a machine doesn't
imply the interruption of the production in this cell.
Sometimes the continuity of the production will be
assured by the transfer of the product flow toward a
neighbouring cell admitting an inactive machine
capable to treat this product type. By this action, it will
be possible to continue the process of manufacturing in
presence of the fault. The cell will be formed by
machines of the first cell and the standby machine of
the second cell. The creation of this intercellular
transfer is the origin of the formation of the virtual
cells. Then virtual cells are created periodically, for
instance at machine breakdown, depending on the
presence of the failure and the standby machine. It is
necessary to note that the realization of intercellular
transfer can bring advantages at the level of
performance of the system taking into account the
transfer duration, the inactivity delay of the standby
machine and the repair duration.
Therefore, for the studied system the strategy consists
in applying the intercellular transfer of the cell (a)
toward the cell (b) in case of failure of one of machines
of the first cell (see Figure 1).
The production cell can be assimilated to a repairable
system operating according to a set structure composed
of (M) independent modules. The number of modules
is equal to the number of machines constituting the
studied cell (a). Then the block diagram of cell
reliability (a) is given by Figure 2.
We study the system in steady state; that is where the
probability of the system being in a given state does
not depend on the initial conditions. In the case of an
application of a transfer policy, the availability of the
cell is determined from different module availability.
The availability of module (2) will be determined with
the process of Markov chains.

Figure 1. Manufacturing system with intercellular
transfer

Figure 2. Function block diagram of cell reliability (a)

For this raison, we are considering the module
represented by both machines: the main machine and
the standby one. The main machine M1 belonging to
the studied cell, exhibits breakdown and repair rates λ1

and µ1 respectively. The standby machine M2 is
characterized respectively by breakdown and repair
rates λ2 and µ2. In case of a breakdown of the main
machine, the probability of transfer toward the
replacement machine M2 is equal to Pt2 with a transfer
rate equal to δ12.
The Markov process describing the evolution of the
stochastic behaviour of the module is given by the state
diagram depicted in Figure 3.
Given a set of differential equations developed from
the diagram, we can determine the module availability
represented in the following operational states 1, 21,
and 22. Therefore, the stationary availability is valued
by the expression (10).

( ) ( ) ( )( )
( ) ( ) ( )( )

( ) ( )






+⋅+⋅⋅⋅++++⋅⋅⋅⋅+

+⋅++⋅⋅⋅++⋅⋅⋅
+⋅+⋅+⋅⋅⋅++++⋅⋅⋅

=∞

µλµδµµλµµλλµµ
λµλλµλµδλµδλλ

µµλµµλµλλµλµµµδ

211122111222121

1121212121121221

2
2

2121212122112112
Module

2Pt
Pt

PtA

                    (10)
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M3b M4b
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λ 2a,µ 2a

Pt 2b

δ2a2b

λ 2b,µ 2b
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λ3a,µ 3a

Module 3Module 2

M1a

λ 1a, µ1a

Module 1
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Figure 3. Diagram of module state

Besides, the expression (10) shows that intercellular
transfer in case of failure permits to improve the
stationary availability of the module, only in the case
where the transfer rate is superior to a limit value
(δ12*). This value is given by the expression (11).

( )
λµµµλλµµ

λµλµµ
δ

1221
2

111
2

1

2211
2

1
12

*

2 ⋅+⋅++⋅⋅+

+++⋅
= .                 (11)

With the help of a good team of maintenance arranging
some necessary logistical means, the time of
preparation of an intercellular transfer can be reduced.
In these conditions, times of transfer preparation can
be disregarded in front of times between failings and
repair machine times. Therefore, the expression of the
availability of the module will be given by the
expression (12).

( ) ( ) ( )( )
( ) ( ) ( )( )

( ) 







+⋅+⋅⋅+

+⋅++⋅⋅++⋅⋅
+⋅+⋅+⋅⋅⋅++++⋅⋅

=∞

µλµµµ
λµλλµλµλµλλ

µµλµµλµλλµλµµµ

21121

112121211221

2
2

21212121221121
Module

2
Pt

PtA

         (12)

4. Simulation of manufacturing cells
To conduct our simulation, we defined first the
problem and stated our objectives. The problem facing
cellular manufacturing is the effect of breakdown
machines. The objectives of this simulation were to
examine the performance of the system with and
without the policy of intercellular transfer in the event
of breakdowns and to validate the analytical model.
We consider the system shown in the Figure 4. The
cell (a) is constituted of three different machines
dedicated to the manufacturing of two product types.
The cell (b) is formed of four different machines
capable to manufacture three product types.

Figure 4. Manufacturing system with intercellular
transfer

Table 1 summarizes the routing and the processing
time information of each part

Table 1. The routing and processing times of each part

Product
type

Batch
size Machine (Processing times)

Cell
a

1 19 M1(19)à M2(12)à M3(13)
2 30 M2(10)à M3(9)

Cell
b

3 16 M1(14)à M2(11)à M4(13)
4 25 M1(16)à M3(14)à M4(11)
5 20 M2(17)à M3(13)à M4(7)

The mean time to failure (MTTF) and the mean time to
repair (MTTR) for all machines are shown in Table 2.

Table 2. MTTF and MTTR of each machine in the
system

Machine M1a M2a M3a Mb1 Mb2 Mb3 Mb4

MTTF 6000 3500 3000 5500 4000 3500 6500
MTTR 500 420 350 400 400 360 380

In this paper, the batches arrival is considered cyclic.
Indeed, the manufacturing of a new batch is only
permitted if the previous batch is finished. In addition,
products are generated in a cyclic manner. For a given
batch, the time between the arrivals of two products is
equal to the time of execution of the first operation.

We perform discrete flow simulation using simulation
software called ARENA. We simulate the system
during a 12 years horizon; during the first 60000
minutes, statistics are not collected. This warm-up
period (the first 60000 minutes) is used to avoid
transient effects on the final results.
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4.1. Study of the system without intercellular
transfer
In this section we simulate our system without the
intercellular transfer policy in order to validate our
model of cellular system and the developed
expressions. The following table summarizes the
values of the parameters developed according to the
analytical model and that of simulation.

Table 3. Results from the approximate method and
simulation

Machines M1a M2a M3a Mb1 Mb2 Mb3 Mb4

Tu*analytic (%) 42.53 62.21 60.91 50.77 41.98 49.63 50.69

Tu*simulation (%) 42.56 62.26 60.96 50.61 41.85 49.47 50.53

Error (%) <  1 %

A( )analytic (%) 96.46 92.54 92.89 96.31 95.8 94.9 97.04

A( )simulation (%) 96.53 92.67 92.84 96.01 95.68 94.79 97.37

Error (%) <  0.5 %

The obtained results show that the error between the
values given by the analytical formulation and
simulation is relatively small. Then the approximation
of the cell to a production line working under a
continuous and constant load is sufficiently robust to
estimate the availability of the autonomous cells.

4.2. Study of the system with intercellular
transfer
For the studied system, the strategy consists in
applying the intercellular transfer of the cell (a) toward
the cell (b) in case of failure of one of machines of the
first cell (see Figure 4). We assume that preparation
times of intercellular transfer are negligible compared
to times between failings and repair machine times.
The values of the availability governed by the two
types of policy with and without transfer are calculated
according to the analytical model. The obtained results
show the improvement made by the application of the
intercellular transfer policy in term of cell availability
(see Figure 5).
To evaluate the performance of our policy with
simulation tool and to support the results of the
analytical model, we select the productivity of the cell,
presented in the number of produced pieces, and
machine utilization rate as performance criteria (see
Table 4).

Figure 5. Improvement of the availability by the
intercellular transfer policy predicted by the analytical
model

Table 4. Performance of the cell (a) with and without
intercellular transfer policy from simulation

Machine

Cell (a)

M1a M2a M3a

Utilization
rate (%)

Without transfer 42.56 62.26 60.96
With transfer 44.12 62.95 62.40

Number of
manufactured

products

Without transfer 346650

With transfer 359337

The simulation results show that intercellular transfer
policy improves the machines utilisation rate and the
productivity of the cell. This improvement reflects the
augmentation of cell availability.

5. Conclusion
In this paper, an analysis of cellular manufacturing
system is presented. The notion of virtual cells and
intercellular transfer allowed the development of a
solution, which overcomes the effect of failures by
continuing the process with the machine of the
adjacent cell. Analytical modelling makes possible to
determine the expression of the availability of the cell
and to explain the improvement obtained by applying
the intercellular transfer policy.  The simulation results
validated our analytical model and proved the
effectiveness of the applied policy in the improvement
of the system performance.
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1. Introduction
The semi-Markov processes were introduced
independently and almost simultaneously by P. Levy,
W.L. Smith, and L.Takacs in 1954-55.  The essential
developments of semi-Markov processes theory were
proposed by Cinlar [3], Koroluk & Turbin [13],
Limnios & Oprisan [14]. We would apply only semi-
Markov processes with a finite or countable state
space. The semi-Markov processes are connected to
the Markov renewal processes.
The semi-Markov processes theory allows us to
construct many   models of the reliability systems
evolution   through the time frame.

2. Definition of semi-Markov processes with a
discrete state space
Let S be a discrete (finite or countable) state space and
let ),0[ ∞=+R , ,...}2,1,0{0 =N . Suppose, that

,...2,1,0,, =nnn ϑξ  are the random variables defined
on a joint probabilistic space ( Ω , F, P ) with values
on S and +R  respectively. A two-dimensional random

sequence ,...}2,1,0),,{( =nnn ϑξ  is called a Markov
renewal chain if for all

0010 ,,...,,,,...., NnRttSiii nn ∈∈∈ +− :

1. { }000011 ,,...,,|, tititjP nnnnn ====≤= ++ ϑξϑξϑξ

{ } ),(|, 11 tQitjP ijnnn ==≤== ++ ξϑξ                  (1)

2. oio piPiP ===== }{}0,{ 0000 ξϑξ                    (2)
hold.
From the above definition it follows that a Markov
renewal chain is a homogeneous two-dimensional
Markov chain such that the transition probabilities do
not depend on the second component. It is easy to
notice that a random sequence ,...}2,1,0:{ =nnξ  is a
homogeneous one-dimensional Markov chain with the
transition probabilities

.)(lim}|{ ! tQijPp ijtnnij ∞→+ ==== ξξ                     (3)

The matrix

[ ],,:)()( SjitQt ij ∈=Q                                       (4)

Is called a Markov renewal kernel. Both Markov
renewal kernel and the initial distribution define the
Markov renewal chain. This fact allows us to
construct a semi-Markov process.
Let

}:sup{,...

,0

01

00

Nnnnn ∈=++=

==

∞ ττϑϑτ

ϑτ

A stochastic process { }0:)( ≥ttX given by the
following relation
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Abstract
The basic definitions and theorems from the semi-Markov processes theory are discussed in the paper. The semi-
Markov processes theory allows us to construct the models of the reliability systems evolution within the time
frame.  Applications of semi-Markov processes in reliability are considered. Semi-Markov model of the cold
standby system with repair, semi-Markov process as the reliability model of the operation with perturbations and
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ntX ξ=)( for ),[ 1+∈ nnt ττ (5)

is called   a semi-Markov process on  S  generated by
the  Markov renewal chain related to the kernel

0),( ≥ttQ and the initial distribution p.
Since the trajectory of the semi-Markov process keeps
the constant values on the half-intervals ),[ 1+nn ττ  and
it is a right-continuous function, from
equality nnX ξτ =)( , it follows that the sequence
{ },...2,1,0:)( =nX nτ  is a Markov chain with the
transition probabilities matrix

],:[ Sjipij ∈=P                                                 (6)

The sequence { },...2,1,0:)( =nX nτ  is called an
embedded Markov chain in a semi-Markov process
{ }0:)( ≥ttX .
The function

{ }jXiXtPtF nnnnij ==≤−= ++ )(,)(|)( 11 ττττ

ij

ij

p
tQ )(

=                                                         (7)

is a cumulative probability distribution of a random
variable ijT  that is called holding time of a state i , if
the next state will be j . From (11) we have

)()( tFptQ ijijij = .                                                   (8)

 The function

{ } ∑==≤−=
∈

+
Sj

ijnnni tQiXtPtG )()(|)( 1 τττ      (9)

is a cumulative probability distribution of a random
variable iT  that is called waiting time of  the state i .
The waiting time iT  means the time being spent in
state i  when we do not know the successor state.
A stochastic process { }0:)( ≥ttN  defined by

ntN =)(   for ),[ 1+∈ nnt ττ                  (10)

is called a counting process of the semi-Markov
process { }0:)( ≥ttX .
The semi-Markov process { }0:)( ≥ttX  is  said  to  be
regular if for all 0≥t

1})({ =∞<tNP

It means that the process { }0:)( ≥ttX  has the finite
number of state changes on a finite period.
Every Markov process { }0:)( ≥ttX  with the discrete
space S and the right-continuous trajectories keeping
constant values on the half-intervals, with the
generating matrix of the transition rates

],:[ Sjiij ∈=Α α , ∞<=−< iii αα0  is the semi-
Markov process with the kernel

],:)([)( SjitQt ij ∈=Q  ,

Where

0,)1()( ≥−= − teptQ tii
ijij

α ,

jip
i

ij
ij ≠= for

α

α
 and 0=iip

In the reliability models the parameters and
characteristics of a semi-Markov process are
interpreted as the reliability characteristics and
parameters of the system.

3. Transition probabilities of a semi-Markov
process
The transition probabilities of the semi-Markov
process are introduced as follows:

{ } .,,)0(|)()( SjiiXjtXPtPij ∈=== (11)

Applying the Markov property of the semi-Markov
process at the jump moments, as a result, we obtain
Markov renewal equation for the transitions
probabilities, [4], [12]

,)()()](1[)(
0

∑ ∫ −+−=
∈Sk

t

ikkjiijij xdQxtPtGtP δ (12)

Sji ∈, .

Using Laplace-Stieltjes transformation we obtain the
system of linear equation

,)(~)(~)](~1[)(~ ∑+−=
∈Sk

kjikiijij spsqsgsp δ              (13)

Sji ∈,

where the transforms

)()(~
0

tdPesp ij
st

ij ∫=
∞

−

are unknown while the transforms
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,)()(~
0

tdQesq ik
st

ik ∫=
∞

− )()(~
0

tdGesg i
st

i ∫=
∞

−

are given.
Passing to matrices we obtain the following equation

)(~)(~)](~[)(~ sssIs pqgp +−= , (14)

where

],:)(~[)(~ Sjisps ij ∈=p , ],:)(~[)(~ Sjisqs ij ∈=q ,

],:))(~1([)(~ Sjisgs iij ∈−= δg .

In many cases the transitions probabilities )( tPij  and
the states probabilities

{ } ,,)()( SjjtXPtPj ∈==                                 (15)

approach constant values for large t

)(lim),(lim tPPtPP jtjijtij
∞→∞→

==  .                           (16)

To formulate the appropriate theorem, we have to
introduce a random variable

{ }jXNn nj =∈=∆ )(:min τ ,                             (17)

That denotes the time of first arrival at state j.  A
number

})(|{ iXPf njij =∞<∆= τ                                 (18)

is the probability that the chain that leaves state i will
sooner or later achieve the state j.
As a conclusion of theorems presented by Korolyuk
and Turbin [13], we have obtained following theorem

Theorem 1.
Let { }0ttX ≥:)( be a semi-Markov process with a
discrete state space S and continuous kernel

[ ].,:)()( SjitQt ij ∈=Q  If the embedded Markov
chain { },...2,1,0:)( =nX nτ , contains one positive
recurrent class C, such that for each state

1,, =∈∈ ijfCjSi and ,,)(0 SiTE i ∈∞<< then

∑
====

∈
∞→∞→

Si
jj

jj
jtjijtij TE

TE
tPPtPP

)(
)(

)(lim)(lim
π

π
     (19)

where ],[ Sjj ∈= ππ is the unique stationary
distribution of the embedded Markov chain that
satisfies system of equations.

.1,, =∑∈=∑
∈∈ Si

ijij
Si

i Sjp πππ                           (20)

4. First passage time from the state i to the
states subset A.
The random variable

,AA ∆=Θ τ

where

{ },)(:min AXNn nA ∈∈=∆ τ

denotes the time of first arrival of semi-Markov
process, at the set of states A.
The function

{ }.)0(|)( iXtPt AiA =≤Θ=Φ                                (21)

is the cumulative distribution of the random variable
iAΘ  that denotes the first passage time from the state i

to the states subset A.

Theorem 2.   [4], [13]
For the regular semi-Markov processes such that,

AiiXPf AiA ′∈==∞<∆= ,1})0(|{ , (22)

the distributions AitiA ′∈Φ ,)( are proper and they
are the unique solutions of the system of equations

),()()()(
0

xdQxttQt ik
Sk

t

kA
Aj ijiA −∑ ∫ Φ+∑=Φ

∈∈

'Ai ∈

Applying Laplace-Stieltjes transformation we obtain
the system of linear equations

',)(~)(~)(~)(~
'

Aisqssqs
Ak

ikkA
Aj

ijiA ∈∑+∑=
∈∈

φφ     (23)

with unknown transforms

.)()(~
0

tdes iA
st

iA Φ∫=
∞

−φ

Generating matrix form we get equation
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( ) )(~)(~)(~
'' sssI AA bq =− ,                                   (24)

where

],:)(~[)(~],',:[ ' AjisqsAji ijAij ∈=∈= qI δ

are the square matrices and

[ ]

T

ij
Aj

T
iAA

Aisqs

Aiss






 ∈∑=

∈=

∈
':)(~)(~

,':)(~)(~
'

b

are the one-column matrices of transforms. The
formal solution of the equation is

( ) )(~)(~)(~ 1
'' ssIs AA bq −−= .

To solve this equation we use any computer programs,
for example MATHEMATICA. Obtaining the inverse
Laplace transform is much more complicated.
It is essentially simpler to find the expected values
and the second   moment of the random variables

AiiA ′∈Θ , . If the second moments of the waiting
times AiTi ′∈,  are positive and commonly bounded,
and Aif iA ′∈= ,1 , then the expected values of the
random variables AiiA ′∈Θ ,  are the unique solution
of equation

( ) ''' AAAI TP =− ,                                              (25)

where

[ ] [ ],',:,',: ' AjipAji ijAij ∈=∈= PI δ

[ ] [ ]TiA
T

iAA AiTEAiE ':)(,':)( '' ∈=∈Θ= T

and the second moments of the time to failure are the
unique solution of equation

( ) 'BPI AAA' =− ′
2                                               (26)

where

[ ] [ ],',:,',: ' AjipAji ijAij ∈=∈= PI δ

[ ] [ ] ,':,':)( '
22 T

iA
T

iAA AibAiE ∈=∈Θ=′ B

∑ Θ+=
∈ '

)()(2)(
Ak

kAikikii ETEpTEb .

5. Semi-Markov model of the cold standby
system with repair
The problem is well known in reliability theory
(Barlow & Proschan [1]). The model presented here is
some modification of the model that was considered
by Brodi & Pogosian [2].

5.1. Description and assumptions
A system consists of one operating component, an
identical stand-by component and a switch, (Figure1).

2

1

Figure 1. Diagram of the system

When the operating component fails, the spare is put
in motion by the switch immediately.   The failed unit
(component) is repaired. There is a single repair
facility. The repairs fully restore the components i.e.
the components repairs means their renewals. The
system fails when the operating component fails and
component that was sooner failed in not repaired yet
or when the operating units fail and the switch fails.
We assume that the time to failure of the operating
components are represented by the independent copies
of a non-negative random variable ς  with distribution
given by a probability density function (pdf)

0),( ≥xxf . We suppose that the lengths of the repair
periods of the components are represented by the
identical copies of the non-negative random variables
γ  with cumulative distribution function (CDF)

).()( xPxG ≤= γ  Let U  be a random variable having
binary distribution

,10,1,0,)1()()( 1 <<=−=== − akaakUPkb kk

where 0=U , when a switch is failed at the  moment
of the operating component failure, and 1=U , when
the switch work at that moment. We suppose that the
whole failed system is replaced by the new identical
system. The replacing time is a non-negative random
variable η  with CDF )()( xPxH ≤= η .
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Figure 2. Reliability evolution of the standby system

Moreover we assume that the all random variables,
mentioned above are independent.

5.2. Construction of the semi-Markov model
To describe reliability evolution of the system, we
have to define the states and the renewal kernel. We
introduce the following states:
0 - the system is failed

1 - the failed component is repaired, spare is operated

2 - both operating component and spare are “up”.

Let ,...,,0 210
∗∗∗= τττ denote the instants of the states

changes, and }0:)({ ≥ttY  be a random process with
the state space }2,1,0{=S , which keeps constant

values on the half-intervals ,...1,0),,[ 1
∗
+

∗
nn ττ  and is

right-continuous.  The realization of this process is
shown in Figure 1. This process is not semi-Markov,
because the condition (1) of definition (2) is not
satisfied for all instants of the state changes of the
process.
Let us construct a new random process a following
way. Let 00 τ=  and ,..., 21 ττ  denote the instants of
the system components failures or the instants of
whole system renewal. The random process

}0:)({ ≥ttX  defined by equation

),[for)()(,0)0( 1+∈== nnn tYtXX τττ

is the semi-Markov process.
To have semi-Markov process as a model we must
define its initial distribution and all elements of its
kernel
















=

0)()(
0)()(

)(00
)(

2120

1110

02

tQtQ
tQtQ

tQ
tQ

For 0≥t  we obtain

),()()(02 tHtPtQ =≤= η

,)()()(

)()()1()()](1[

),,0(

),()(

0

00

10

∫−=

∫∫ −+−=

<≤=+

>≤=

t

tt

xdFxGatF

xdFxGaxdFxG

tUP

tPtQ

ζγς

ζγς

,)()(),,1()( 011 ∫=<≤== t xdFxGatUPtQ ζγς

),()1(),0()(20 tFatUPtQ −=≤== ς

).(),1()(21 taFtUPtQ =≤== ς

We assume that, the initial state is 2. It means that an
initial distribution is

[ ]100)0( =p  .

Hence, the semi-Markov model is constructed.

5.3. The reliability characteristics
The random variable iAΘ , that denotes the first
passage time from the state i to the states subset A,
for 2=i  and }0{=A  in our model, represents the
time to failure of the system. The function

0,)(1)()( 2020 ≥Φ−=>Θ= tttPtR                (27)

is the reliability function of the considered cold
standby system with repair.
System of linear equation (23) for the Laplace-
Stieltjes transforms of the functions

,2,1,0,)(0 =≥Φ itti

in this case is

)(~)(~)(~)(~
11101010 sqssqs φφ +=

)(~)(~)(~)(~
21102020 sqssqs φφ +=

The solution is

,
)(~1

)(~
)(~

11

10
10 sq

sqs
−

=φ

.
)(~1

)(~)(~
)(~)(~

11

1021
2020 sq

sqsqsqs
−

+=φ                         (28)
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Hence, we obtain the Laplace transform of the
reliability function

.)(~1)(~ 20

s
ssR φ−

=                                               (29)

The transition probabilities matrix of the embedded
Markov chain in the semi-Markov process
{ }0:)( ≥ttX  is
















=

0
0
100

P

2120

1110

pp
pp                                              (30)

Where

1110 1 pp −=

,)()(),1( 011 ∫=<== ∞ xdFxGaUPp ζγ

.)1(,1 2120 aUPpap ===−=

Using formula (9) we obtain the CDF of the waiting
times of .2,1,0, =iTi

)()(),()(),()( 210 tFtGtFtGtHtG === .

Hence

)()(),()(),()( 310 ςςη ETEETEETE === .

The equation (25) in this case has form









=








Θ
Θ









−
−

)(
)(

)(
)(

1
01

20

1011

ς
ς

E
E

E
E

a
p

The solution is

11
10 1

)()(
p

EE
−

=Θ
ς ,

11
20 1

)()()(
p

EaEE
−

+=Θ
ς

ς .                                    (31)

We will apply theorem 1 to calculate the limit
probability distribution of the state. Now, the system
of linear equation (20) is

,0202101 πππ =+ pp

,1212121 πππ =+ pp

,20 ππ =

.1210 =++ πππ

Since, the stationary distribution of the embedded
Markov chain is

,
2 2111

11
0 pp

p
+

=π

,
2 2111

21
1 pp

p
+

=π

.
2 2111

11
2 pp

p
+

=π

Using formula (19) we obtain the limit distribution of
semi-Markov process

)()()(
)(

112111

11
0 ςςη

η
EpEpEp

EpP
++

=                      (32)

)()()(
)(

112111

21
1 ςςη

ς
EpEpEp

EpP
++

=

)()()(
)(

112111

11
2 ςςη

ς
EpEpEp

EpP
++

=

5.4. Conclusion
The expectation )( 20ΘE  denoting the mean time to
failure is

11
20 1

)()()(
p

EaEE
−

+=Θ
ς

ς ,

where

.)()(011 ∫= ∞ xdFxGap

Let us notice, that the cold standby determines

increase the meantime to failure
111

1
p

a
−

+   times.

The limiting availability coefficient of the system is

)()()(
)()(

112111

1121
21 ςςη

ςς
EpEpEp

EpEpPPA
++

+
=+= .
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6. Semi-Markov process as the reliability
model of the operation with perturbation
Semi-Markov process as the reliability model of
multi-stage operation was considered by F. Grabski in
[8] and [10]. Many operations consist of some
elementary tasks, which are realized in turn. Duration
of the each task realization is assumed to be positive
random variable.  Each elementary operation may be
perturbed or failed. The perturbations increase the
time of operation and the probability of failure as
well.

6.1. Description and assumptions
Suppose, that the operation consists of n stages which
following in turn. We assume that duration of an i-th
stage, (i =  1, ... , n)  is a nonnegative random variable

nii ,,1; L=ξ  with a cumulative probability
distribution

( ) ( ) nidxxftPtF
t

iii ,,1,)(
0

K=∫=≤= ξ ,

where )(xf i  denotes its probability density function
in an extended sense.
Time to failure of the operation on the i-th stage
(component) is the nonnegative random variable iη ,

ni ,,1 L=  with exponential distribution

( ) nietP ti
i ,,1;1 K=−=≤ −λη .

The operation on each step may be perturbed. We
assume that no more then one event causing
perturbation on each stage of the operation may occur.
Time to event causing of an operation perturbation on
i-th stage is a nonnegative random variable

nii ,,1; K=ζ  with exponential distribution

( ) nietP ti
i ,,1;1 K=−=≤ −αζ .

The perturbation degreases the probability of the
operation fail. We suppose that time to failure of the
perturbed operation on the i-th stage is the
nonnegative random variable nii ....,2,1, =ν   that
has the exponential distribution with a parameter

ii λβ >

( ) .,,1;1 nietP ti
i K=−=≤ −βν

We assume that the operation is cyclical.
We assume that random variables

niiiii ,...,1,,,,, =ζνηξ  are mutually independent.

6.2. Semi-Markov model
To construct reliability model of operation, we have to
start from definition of the process states.
Let jie , i=1,...,n, j=0,1 denotes j-th reliability state
on i-th step of the operation where, j=0 denotes
perturbation and j=1 denotes success

12 +ne - failure (un-success) of the operation

11e - an initial state.
For convenience we numerate the states

niiei ,...,1,1 =↔

niniei ,...,1,0 =+↔

,1212 +↔+ ne n

Under the above assumptions, stochastic process
describing of the overall operation in reliability
aspect, is a semi-Markov process }0:)({ ≥ttX  with
a space of states }12,2,...,2,1{ += nnS  and flow
graph shown in Figure 3.

1 2 n-1 n

n+
1

n+
2

2n-
1 2n

2n
+1

Figure 3. Transition graph for n-stage cyclic operation

To obtain a semi-Markov model we have to define all
nonnegative elements of semi- Markov kernel

[ ]SjitQt ij ∈= ,:)()(Q

{ }iXtjXPtQ nnnnij =≤−== ++ )(|,)()( 11 ττττ

First, we define transition probabilities from the state i
to the state j for time not greater than t for i=1,…,n-1.

( ) ),(1 iiiiiii tPtQ ξζξηξ >>≤=+

dzdydxxfee i
zi

D
i

yi
i )(λα λα −−∫∫∫=

where
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zyxzyxD

>>≤
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Since, we have
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For ni ,...,1=  we get
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If on i-th stage a perturbation has happened the
transition probability to next state for time less then or
equal to t is

,
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To find the triple integral over the region D, we apply
change of coordinates:

.,, zwyvyxu ==−=

Hence

.,, wzvyvux ==+=

This mapping assigns to points from set

},0,0:),,{( uwvtuwvu >≥≤≤=∆

the points from plane region D. The Jacobian of this
mapping is
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Since, we get
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Finally, we obtain

.1,...,1

,
)](1[

])([
)(

0

00
1

−=

∫ −

+∫∫
=

∞
−

−
∞

−

+++

ni

dyyFe

dudvvufee
tQ

i
yi

i

i
vi

i

t
ui

inin
α

αβ

α

α

.

In the same way we get
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Therefore the semi-Markov reliability model of
operation has been constructed.

6.3. Two-stage cyclical operation We will consider 3 models for

We will investigate particular case of that model,
assuming 2=n . A transition matrix for the semi-
Markov model of the 2-stage cyclic operation in
reliability aspect takes the following form

,

)(Q0000
)(Q000)(Q
)(Q)(Q000
)(Q)(Q00)(Q
)(Q0)(Q)(Q0

)(

55

4541

3534

252421

151312























=

t
tt
tt
ttt
ttt

tQ

where

( ) ( ) ,
0

1
)11(

12 ∫= +−
t

u udFetQ αλ

( ) ,)](1[
0

1
)11(

113 ∫ −= +−
t

ui duuFetQ αλα

( ) ,)](1[
0

1
)11(

115 ∫ −= +−
t

ui duuFetQ αλλ

( ) ,)(
0

2
)22(

12 ∫= +−t u udFetQ αλ

( ) ,)](1[
0

2
)22(

242 ∫ −= +−
t

u duuFetQ αλα

( ) ,)](1[
0

2
)22(

225 ∫ −= +−
t

u duuFetQ αλλ

,
)](1[

])([
)(

0
11

1
1

0
1

0

1

34

∫ −

+∫∫
=

∞
−

−
∞

−

dyyFe

dudvvufee
tQ

yi

v
t

u

α

αβ

α

α

,
)](1[

)(
)(

1
0

1
1

0 0
1

1
11

53

dxxFe

duvufdvedwe
tQ

x

t

w

vwi

−∫

∫ ∫ ∫ +
=

∞
−

∞ ∞
−−

α

αβ

α

αβ

,
)](1[

])(
)(

2
0

2
2

2
2

0
2

0

2

14

dxxFe

dvvufedue
tQ

x

v
t

u

∫ −

+∫∫
=

∞
−

−
∞

−

α

αβ

α

α

,
)](1[

)(
)(

2
0

2
2

0 0
2

2
2

2
2

54

dxxFe

duvufdvedwe
tQ

x

t

w

vw

∫ −

∫ ∫ ∫ +
=

∞
−

∞ ∞
−−

α

αβ

α

αβ

).()(55 tUtQ =



F.Grabski      Applications of semi-Markov processes in reliability  -  RTA # 3-4, 2007, December  -  Special Issue

- 69 -

That model allows us to obtain some reliability
characteristics of the operation. The random
variable 15Θ  denoting the first passage time from state
1 to state 5 in our model, means time to failure of the
operation. The Laplace-Stieltjes transform for the
cumulative distribution function of that random
variable we will obtain from a matrix equation (25).
In this case we have }5{},4,3,2,1{ ==′ AA  and

,
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)(~00)(~

0)(~)(~0
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2421

1312

'

sq
sq
sqsq

sqsq
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From the solution of equation (24) we obtain Laplace-
Stieltjes transform of the cumulative distribution
function of the random variable 15Θ  denoting time to
failure of the operation

)(~
)(~

)(~
15 sb

sas =φ , (33)

)(~)(~)(~)(~)(~)(~

)(~)(~)(~)(~)(~)(~

453413452412

3513251215

sqsqsqsqsqsq

sqsqsqsqsqsa

++

++=
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The Laplace transform of the reliability function is
given by the formula

.)(~1)(~ 15

s
ssR φ−

=                                               (34)

6.4. Examples
Example 1
We suppose that

2,1,0,1)( =≥−= − itetF ti
i

κ .
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Laplace-Stieltjes transform of these functions are:
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For 1,01 =κ ; 12,02 =κ ; 002,01 =λ ; 001,02 =λ ;
02,01 =α ; 04,02 =α ; 01,01 =β ; 01,01 =β ,

applying  (33) and (34), with help of
MATHEMATICA computer program, we obtain the
density function and  the reliability function as inverse
Laplace transforms .
The density function is given by the formula
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This function is shown in Figure 4.
The reliability function is
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Figure 4.  The density function the time to failure of
  2-stage cyclic operation

This function is shown on Figure 5.
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Figure 5. The reliability function of 2-stage cyclic
operation

Mean time to failure we can find solving the matrix
equation
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From this equation we obtain the mean time to failure
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Example 2
Now we assume that
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It means that the duration of the stages are determined
and they are equal ii L=ξ  for i = 1,2.
In this case the elements of Q(t) are:
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The Laplace’a-Stieltjes transform of these functions
are:
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The mean time to failure we can find solving the
matrix equation (35), where
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For the same  parameters 1,01 =κ ; 12,02 =κ ;
002,01 =λ ; 001,02 =λ ; 02,01 =α ; 04,02 =α ;
01,01 =β ; 01,01 =β ,

and
1

1
1

κ
=L  i

1
2

1
κ

=L , the mean time to failure of

the operation is

284.366)( 15 =ΘE .

In previous case the mean time to failure is

378,275)( 15 =ΘE .

6.5. Conclusion
It means that for the determined duration of the stages
mean time to failure of the operation is essentially
greater than for exponentially distributed duration of
the stages with the same expectations.

To assess reliability of the many stage operation we
can apply a semi-Markov process. Construction of the
semi-Markov model consist in defining a kernel of
that process.   A way of building   the kernel for the
semi-Markov model of the many stage operation is
presented in this paper. From Semi-Markov model we
can obtain many interesting parameters and
characteristics for analysing reliability of the
operation.
From presented examples we get conclusion that for
the determined duration of the stages, mean time to
failure of the operation is essentially greater than for
exponentially distributed duration of the stages with
the same expectations.

7. Semi-Markov process as a failure rate
The reliability function with semi-Markov failure rate
was considered by Kopoci ski & Kopoci ska [11],
Kopoci ska [12] and by Grabski [4], [6], [9]. Suppose
that the failure rate }0:)({ ≥ttλ  is the semi-Markov
process with the discrete state space },:{ JjS j ∈= λ

},...,1,0{ mJ =  or ,...}2,1,0{=J , ...0 10 <<≤ λλ
with the kernel

],:)([)( JjitQt ij ∈=Q

and the initial distribution ]:[ Jipp i ∈= .
We define a conditional reliability function as
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In [6] it is proved, that for the regular semi-Markov
process }0:)({ ≥ttλ  the conditional reliability
functions JittRi ∈≥ ,0,)(  defined by (17), satisfy
the system of equations
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Applying the Laplace transformation we obtain the
system of linear equations

JisqsRsG
s

sR iij
j

jii
i

i ∈+∑++−
+

= ),(~)(~)(~1)(~ λλ
λ

,

where

dttResR i
ts

i )()(~
0
∫=
∞

− , dttGesG i
ts

i )()(~
0
∫=
∞

− ,



F.Grabski      Applications of semi-Markov processes in reliability  -  RTA # 3-4, 2007, December  -  Special Issue

- 73 -

)()(~
0

tdQesq ij
ts

ij ∫=
∞

− .

In matrix notation we have
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The conditional mean times to failure we obtain from
the formula
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The unconditional mean time to failure has a form
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i
iP µλλµ ∑ ==

=1
))0(( .

7.1. Alternating random process as a failure
rate
Assume that the failure rate is a semi-Markov process
with the state space },{ 10 λλ=S  and the kernel
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where ),(),( 10 tGtG  are the cumulative probability
distribution functions with nonnegative support.
Suppose that at least one of the functions is absolutely
continuous with respect to the Lebesgue measure. Let

],[ 10 ppp =  be an initial probability distribution of
the process. That stochastic process is called the
alternating random process. In that case the matrices
from the equation (20) are
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The solution of (20) takes the form
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The Laplace transform of the unconditional reliability
function is
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Suppose that an initial state is 0λ . Hence the initial
distribution is ]01[)0( =p  and the Laplace
transform of the unconditional reliability function
is )(~)(~

0 sRsR = .  Now the equation (20) takes the
form of
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Using the MATHEMATICA computer program we
obtain the reliability function as the inverse Laplace
transform.

)109198.91034007.1)(02.0exp(

)0614293.0exp(33023.1)(

1514 tt

ttR

−− ⋅+⋅−+

−=

)]171789.0sin(0.00695828

)171789.0cos(0189459.0)[843935.0exp(2

t

tt

+

−−

)]224699.0sin(128174.0

)224699.0cos(146168.0)[37535.0exp(2

t

tt

+

−−

Figure 6 shows the reliability function.
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Figure 6. The reliability function from example 2

The corresponding density function

)(')( tRtf −=

is shown in Figure 7
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Figure 7. The density function from example 2

8. Conclusion
The semi-Markov processes theory is convenient for
description of the reliability systems evolution
through the time.  The probabilistic characteristics of
semi-Markov processes are interpreted as the
reliability coefficients of the systems. If A represents
the subset of failing states and i  is an initial state, the
random variable iAΘ  designating the first passage
time from the state i to the states subset A, denotes
the time to failure of the system. Theorems of semi-
Markov processes theory allows us to find the
reliability characteristic, like the distribution of the
time to failure, the reliability function, the mean time
to failure, the availability coefficient of the system
and many others. We should remember that semi-
Markov process might be applied as a model    of the
real system reliability evolution, only if the basic
properties of the semi-Markov process definition are
satisfied by the real system.
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1. Introduction
Often, the environmental conditions are randomly
changeable and they cause a random load of an object.
Thus, the failure rate depending on the random load is
a random process. The reliability function with semi-
Markov failure rate was considered in the following
papers Kopoci ski & Kopoci ska [5], [6], Grabski
[3], [4].

2. Reliability function with random failure
rate
Let }0:)({ ≥tt  be a random failure rate of an
object. We assume that the stochastic process has the
nonnegative, right continuous trajectories. The
reliability function is defined as

.0,)(exp)(
0

≥















∫−= tdxxEtR
t

                         (1)

It means that the reliability function is an expectation
of the process },0:)({ ≥tt  where

.0,)(exp)(
0

≥




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∫−= tdxxt
t

                                (2)

Let
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∫−= tdxxEtR
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                         (3)

From Jensen’s inequality we get very important result
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t

t

(

            (4)

The above mentioned inequality means that the
reliability function defined by the stochastic process

}0:)({ ≥tt is greater than or equal to the
reliability function with the deterministic failure rate,
equal to the expectation )].([)( tEt =λ
It is obvious, that for the stationary stochastic process

}0:)({ ≥tt , that has a constant mean value
λλ == )]([)( tEt , the reliability function defined by

(3) is

.0),exp(exp)(
0

≥−=







∫−= ttdxtR
t

λλ
(

(5)

Hence, we come to conclusion:  for each stationary
random failure rate process, the according reliability
function for each 0≥t , has values greater than or
equal to the exponential reliability function with
parameter λ .

Grabski Franciszek
Naval University, Gdynia, Poland

The random failure rate

Keywords
reliability, random failure rate, semi-Markov process

Abstract
A failure rate of the object is assumed to be a stochastic process with nonnegative, right continuous trajectories. A
reliability function is defined as an expectation of a function of a random failure rate process. The properties and
examples of the reliability function with the random failure rate are presented in the paper. A semi-Markov
process as the random failure rate is considered in this paper.
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Example 1.
Suppose that, the failure rate of an object is a
stochastic process }0:)({ ≥tt , given by

,0,)( ≥= ttCt  where C is a nonnegative random
variable. Trajectories of the process },0:)({ ≥tt are

,0),
2

exp()(
2

≥−= ttctξ

where c is a value of the random variable C.  Assume
that the random variable C has the exponential
distribution with parameter β  :

.0,1)( ≥−=≤ − ueuCP uβ

Then, according to (1), we compute the reliability
function
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Figure 1 shows that function.
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Figure 1. Reliability function )(tR

In that case the function (3) is
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exp][exp)(
2

0
≥








−=








∫−= ttdxCxEtR
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Figure 2 shows that function.

Suppose that a failure rate process }0:)({ ≥tt  is  a
linear function of a random load process }0:)({ ≥ttu :

)()( tut ε= .
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Figure 2. Reliability function )(tR
(

Assume that the process }0:)({ ≥ttu has an ergodic
mean, i.e.

utuEdxxu
T

TT
==∫

∞→
)]([)(lim

0

1 .

Then, [2], [3]

]exp[)(lim
0

tuR t −=
→ εε

.

It means, that for small ε

]exp[)( xuxR ε−≈ .

3. Semi-Markov process as a random failure
rate
The semi-Markov process as a failure rate and the
reliability function with that failure rate was
introduced by Kopoci ski & Kopoci ska [5]. Some
extensions and developments of the results from [3]
were obtained by Grabski [3], [4].

3.1. Semi-Markov processes with a discrete
state space
The semi-Markov processes were introduced
independently and almost simultaneously by P. Levy,
W.L. Smith, and L.Takacs in 1954-55.  The essential
developments of semi-Markov processes theory were
achieved by Cinlar [1], Koroluk & Turbin [8],
Limnios & Oprisan [7], Silvestrov [9]. We will apply
only semi-Markov processes with a finite or countable
state space. The semi-Markov processes are connected
to the Markov renewal processes.

           Let S be a discrete (finite or countable) state space
and let ),0[ ∞=+R , ,...}2,1,0{0 =N . Suppose, that

,...2,1,0,, =nnn ϑξ  are the random variables defined
on a joint probabilistic space ( Ω , F, P ) with values
on S and +R  respectively. A two-dimensional random
sequence ,...}2,1,0),,{( =nnn ϑξ  is called a Markov
renewal chain if for all

0010 ,,...,,,,...., NnRttSiii nn ∈∈∈ +− .
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The equalities

1. { }000011 ,,...,,|, tititjP nnnnn ====≤= ++ ϑξϑξϑξ

{ } )(|, 11 tQitjP ijnnn ==≤== ++ ξϑξ                  (6)

2.
oio piPiP ===== }{}0,{ 0000 ξϑξ                    (7)

hold.
It follows from the above definition that a Markov
renewal chain is a homogeneous two-dimensional
Markov chain such that the transition probabilities do
not depend on the second component. It is easy to
notice that a random sequence ,...}2,1,0:{ =nnξ  is  a
homogeneous one-dimensional Markov chain with the
transition probabilities

.)(lim}|{ ! tQijPp ijtnnij ∞→+ ==== ξξ                     (8)

A matrix

[ ]SjitQtQ ij ∈= ,:)()(

Is called a Markov renewal kernel. The Markov
renewal kernel and the initial distribution

]:[ Sipp i ∈=  define the Markov renewal chain.
That chain allows us to construct a semi-Markov
process.
Let

}:sup{,...,0 0100 Nnnnn ∈=++=== ∞ ττϑϑτϑτ

A stochastic process { }0:)( ≥ttX given by the
following relation

ntX ξ=)( for ),[ 1+∈ nnt ττ (9)

is called   a semi-Markov process on S generated by
the  Markov renewal chain related to the kernel

0),( ≥ttQ  and the initial distribution p.
Since the trajectory of the semi-Markov process keeps
the constant values on the half-intervals ),[ 1+nn ττ  and
it is a right-continuous function, from
equality nnX ξτ =)( , it follows that the sequence
{ },...2,1,0:)( =nX nτ  is a Markov chain with the
transition probabilities matrix

].,:[ SjipP ij ∈=                                                  (10)
The sequence { },...2,1,0:)( =nX nτ  is called an
embedded Markov chain in a semi-Markov process
{ }0:)( ≥ttX .

The function

{ }jXiXtPtF nnnnij ==≤−= ++ )(,)(|)( 11 ττττ

ij

ij

p
tQ )(

=                                                      (11)

is a cumulative probability distribution of a  holding
time of a state i , if  the next state will be j . From
(11) we have

)()( tFptQ ijijij = .                                                 (12)

The function

{ } ∑==≤−=
∈

+
Sj

ijnnni tQiXtPtG )()(|)( 1 τττ    (13)

is a cumulative probability distribution of an
occupation time of the state .i
A stochastic process { }0:)( ≥ttN defined by

ntN =)(  for ),[ 1+∈ nnt ττ                        (14)

is called  a counting  process of the semi-Markov
process { }0:)( ≥ttX .
The semi-Markov process { }0:)( ≥ttX  is  said  to  be
regular if for all 0≥t

1})({ =∞<tNP .                                                  (15)

It means that the process { }0:)( ≥ttX has the finite
number of state changes on a finite period.
Every Markov process { }0:)( ≥ttX  with the discrete
space S   and the right-continuous   trajectories
keeping constant values on the half-intervals, with the
generating matrix of the transition rates

],:[ Sjiij ∈=Α α , ∞<=−< iii αα0  is the semi-
Markov process with the kernel

],,:)([)( SjitQt ij ∈=Q

where

0,)1()( ≥−= − teptQ tii
ijij

α ,

jip
i

ij
ij ≠= for

α

α

and
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0=iip .

3.2. Semi-Markov failure rate
Suppose that the random failure rate }0:)({ ≥ttλ   is
the semi-Markov process with the discrete state space

},:{ JjS j ∈= λ },...,1,0{ mJ =  or ,...}2,1,0{=J ,
...0 10 <<≤ λλ  with the kernel

],:)([)( JjitQt ij ∈=Q

and the initial distribution ]:[ Jipp i ∈= .
We define a conditional reliability function as

.,0,)0()(exp)(
0

JitduuEtR i

t

i ∈≥







=








∫−= λλ   (16)

In [3] it is proved, that for the regular semi-Markov
process }0:)({ ≥ttλ  the conditional reliability
functions JittRi ∈≥ ,0,)(  defined by (16), satisfy
the system of equations

),()()](1[)(
0

xdQxtRetGetR ij
j

j

t
xi

i
ti

i −∑∫+−= −− λλ        (17)

.Ji ∈

Using the Laplace transform we obtain the system of
linear equations

JisqsRsG
s

sR iij
j

jii
i

i ∈+∑++−
+

= ),(~)(~)(~1)(~
λλ

λ
    (18)

where

,)()(~
0

dttResR i
ts

i ∫=
∞

−

dttGesG i
ts

i )()(~
0
∫=
∞

− ,

)()(~
0

tdQesq ij
ts

ij ∫=
∞

− .

In matrix notation we have

)(~)(~)](~[ sss HRqI =− λ ,                                      (19)

 where

[ ] ,:)(~)(~ T
i JisRs ∈=R

[ ] ,,:)(~)](~[ Jjisqs iijij ∈+−=− λδλqI

.:)(~1)(~








∈+−

+
= JisG

s
s ii

i
λ

λ
H

The conditional mean times to failure we obtain from
the formula

JippRi
p

i ∈∞∈=
+→

),,0(),(~lim
0

µ                       (20)

The unconditional mean time to failure has a form

.))0(( i
Ji

iP µλλµ ∑ ==
∈

                                        (21)

3.3. 3-state random walk process as a failure
rate
Assume that the failure rate is a semi-Markov process

}0:)({ ≥tt  with the state space },,{ 210 λλλ=S  and
the kernel
















−=

0)(0
)()1(0)(

0)(0
)(

2

11

0

tG
tGataG

tG
tQ ,

where )(),(),( 210 tGtGtG  are the cumulative
probability distribution functions with nonnegative
support.  Suppose that at least one of the functions is
absolutely continuous with respect to the Lebesgue
measure. Let ],,[ 210 pppp =  be an initial probability
distribution of the process. That stochastic process is
called the 3-state random walk process. In that case
the matrices from the equation (19) are

=− )](~[ sλqI

,
1)(~0

)(~)1(1)(~
0)(~1

22

1111

00

















+−
+−−+−

+−
=

λ
λλ

λ

sg
sgasga

sg
(22)

where

.2,1,0),()(~
0

=∫=
∞

− itdGesg i
ts

i

,
)(~
)(~
)(~

)(~

2

1

0

















=
sR
sR
sR

sR
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.
)(~
)(~
)(~

)(~

222
1

111
1

000
1



















+−

+−

+−

=

+

+

+

λ

λ

λ

λ

λ

λ

sG
sG
sG

s

s

s

s

H                                 (23)

The Laplace transform of unconditional reliability
function is

)(~)(~)(~)(~
111100 sRpsRpsRpsR ++=

Example 2.
Assume that

0,0,1 210 === ppp

and

,)1(1)(0
tettG αα −+−=

,1)(1
tetG β−−=

.0,)1(1)(2 ≥+−= − tettG tγγ

The corresponding Laplace transforms are

,
)(

)(~
2

2

0
α

α
+

=
ss

sG

,
)(

)(~
1 β

β
+

=
ss

sG

,
)(

)(~
2

2

2
γ

γ
+

=
ss

sG

,
)(

)(~
2

2

0
α

α
+

=
s

sg

,)(~
1 β

β
+

=
s

sg

.
)(

)(~
2

2

2
γ

γ
+

=
s

sg

Let

]0,0,1[=p , 4.0=a

and

2.0,1.0,0,02.0,04.0,4.0 210 ====== λλλγβα  .

Since the matrices (22) and (23) are

=− )](~[ sλqI

,
10

6.014.0

01

2)22.0(
0004.0

14.0
04.0

14.0
04.0

2)05.0(
0025.0



















−
−−

−

=

+

++

+

s

ss

s

.)(~

2)22.0)(2.0(
0004.0

2
1

)14.0)(1.0(
04.0

1.0
1

2)05.0(
0025.01



















−
−

−

=

+++

+++

+

sss

sss

sss

s

λ

H

From solution of equation (19), in this case, we obtain

)(~
)(~

)(~)(~
0 sb

sasRsR ==

where

)44655.005002.0(

)23349.001623.0()(~

2

2

ss

sssa

++⋅

++=

)44138.004882.0(

)13292.0)(07486.0)(03083.0()(
~

2ss

ssssb

++⋅

+++=

Using the MATHEMATICA computer program we
obtain the reliability function as the inverse Laplace
transform

tt eetR 07486.013292.0 23349.051646.0)( −− +=

te 13292.028565.2 −+

)01075.0cos(01539.02 22069.0 te t−⋅−

)01075.0cos(01343.02 22069.0 te t−⋅− .

Figure 3 shows this reliability function.
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Figure 3. The reliability function from example 2

The corresponding density function is shown in
Figure 4.
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Figure 4. The density function from example 2

3.4. The Poisson process as a failure rate
Suppose that the random failure rate }0:)({ ≥ttλ is the
Poisson process with parameter 0>λ . Of course, the
Poisson process is the Markov process with the
counting state space ,...}2,1,0{=S . That process can
be treated as the semi-Markov process defined on by
the initial distribution ,...]0,0,1[=p  and the kernel

,

...............

...............
0)(000
...0)(00
...00)(0

)( 2

1

0























= tG
tG

tG

tQ

where

,...2,1,0,0,1)( =≥−= − itetG t
i

λ

The Poisson process is of course a Markov process
too.
Applying equation (19), Grabski [3] proved the
following theorem:
If the random failure rate }0:)({ ≥ttλ  is the Poisson
process with parameter 0>λ , than the reliability
function defined by (16) takes form

.0},)]exp(1[exp{)( ≥−+−−= ttttR λ

The corresponding density function is given by the
formula

.0)],exp(1}[)]exp(1[exp{)( ≥−−−+−−= tttttf λλ

Those functions with parameter 2.0=λ  are shown in
Figure 5 and Figure 6.
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Figure 5. The reliability function for the Poisson
process
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Figure 6. The density function for the Poisson process

3.5. The Furry-Yule process as a failure rate
The Furry-Yule is the semi-Markov process on the
counting state space ,...}2,1,0{=S with the initial
distribution ,...]0,0,1[=p  and the kernel similar to the
Poison process

,

...............

...............
0)(000
...0)(00
...00)(0

)( 2

1

0























= tG
tG

tG

tQ

where

,...2,1,0,0,1)( )1( =≥−= +− itetG ti
i

λ

The Furry-Yule process is also the Markov process.
Assume that the random failure rate }0:)({ ≥ttλ  is
the Furry-Yule process with parameter 0>λ .  The
following theorem is proved by Grab ski [4]:
If the random failure rate }0:)({ ≥ttλ  is the Furry-
Yule process with parameter 0>λ , then the
reliability function defined by  (1) is given by
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.0,
])1(exp[1

)exp()1()( ≥
+−+

−+
= t

t
ttR

λλ
λλ

The corresponding density function is

.0,
]})1(exp[1{

])1(1exp[)1()( 2 ≥
+−+

+−+
= t

t
ttf

λλ
λλλ

Those functions with parameter 2.0=λ  are shown in
Figure 7 and Figure 8.
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Figure 7. The reliability function for the Furry-Yule
                                         process
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Figure 8. The density function for the Furry-Yule
                                               process

4. Conclusion
Frequently, because of the randomly changeable
environmental conditions and tasks, the assumption
that a failure rate of an object is a random process
seems to be proper and natural. We obtain the new
interesting classes of reliability functions for the
different stochastic failure rate processes.
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1. Introduction
The problem of determining the reliability function of
the system with dependent components is important
but difficult to solve. Many papers are devoted to it i.e.
[1], [2], [3], [4]. In the Barlow & Proshan book [1975],
there is defined, based on the reliability theory,
multivariate exponential distribution as a distribution
of a random vector, the coordinates of which are
dependent random variables defining life lengths of the
components. Their dependence arises from some
environmental common sources of shocks. Using that
idea we are going to present some examples of systems
with dependent components, giving up the assumption
that the joint survival probability is exponential and
accepting the assumption that the failure occurs only
because of two independent sources common for two
neighbour components.
Assume that due to reliability there are n ordered
components

).,...,,( 21 neeeE =

Assume also that n+1 independent sources of shocks
are present in the environment

),,...,,( 121 += nn zzzzZ

and each component ei can be destroyed only because
of shocks from two sources zi  and zi+1.
Let Ui be non-negative random variable defining the
time to failure of the component caused by the shock
from the source zi. Thus the life length of the object
depends on the random vector

),,...,,( 121 += nn UUUUU .                                     (1)

Admit that the coordinates of the vector are
independent random variables with distributions
defined as follows

.1,...,2,1),()( +=≤= niuUPuG iiii                    (2)

The life length of the component ei   is a random
variable satisfy

niUUT iii ,...,2,1),,min( 1 == + .                           (3)

Notice that two neighbour components in the sequence
),...,,( 21 neee  have one common source of shock –

depend on the same random variable. The random
variables T1, T2,…,Tn are dependent. Their joint
distribution is expressed by means of the multivariate
reliability function and it can be easily determined:

Grabski Franciszek

Za ska-Fornal Agata
Naval University, Gdynia, Poland

The model of non-renewal reliability systems with dependent time lengths
of components

Keywords
reliability, dependent components, series systems, parallel systems

Abstract
The models of the non-renewal reliability systems with dependent times to failure of components are presented.
The dependence arises from some common environmental stresses and shocks. It is assumed that the failure
occurs only because of two independent sources common for two neighbour components. The reliability function
of series and parallel systems with components depending on common sources are computed. The reliability
functions of the systems with dependent and independent life lengths of components are compared.
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+−

=
(4)

where

.1,...,2,1
),()(1)()(

+=
≤=−=>=

ni
uTPuGuUPuG iiiiiii

The reliability functions of the components can be
obtained as marginal distributions computing the limit
of the function (4), when

++
+

+
−

+ →→→→ 0,...,0,0,...,0 111 nii tttt .

.,...,2,1),()()()( 1 nitGtGtTPtR iiiiiiii ==>= +    (5)

The bivariate reliability functions can be determined
by computing the limit of (4), when

.0,...,0

,0,...,0,0,...,0

1

1111
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+

+
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+
+

+
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+
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it could be proved that

)|(

),...,|(

2211

2211
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tTtTtTP nn

>>=
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and generally

.1,...,2,1),|(

),...,|(

11

111

−=>>=
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++

++

nitTtTP

tTtTtTP

iiii

nniii

                  (9)

That property asserts that the life length of ei depends
only on the life length of the next component ei+1, does
not depend on the life lengths of the rest of the
components. That is a certain kind of Markov property.

2. Reliability of the object with the series
structure
If the object has a series reliability structure then its
life length T is the random variable defined by the
formula

),...,,(min 21 nTTTT = .                                          (10)

Using   (4) we can determine the reliability function:

).()(...)()(

),...,,(

),...,,()()(

121

21

tGtGtGtG

tttR

tTtTtTPtTPt

nn

n

+=

=

>>>=>=R

         (11)

Let us compare the function with the reliability
function of a series system in which the life lengths of
the components T1, T2, …,Tn are independent and
their reliability functions are defined by (5). Let

0),(~ ≥ttR  be a reliability function of that system. It
satisfies

),,,()()(~
21 tTtTtTPtTPt n >>>=>= KR

)()()( 21 tRtRtR nK=
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)()()()()()()( 13221 tGtGtGtGtGtGtG nnn += K

)()()()( 32 ttGtGtG n RK= (12)

 Thus, for 0≥t
)()(~ tt RR ≤

holds.
The inequality means that the reliability of a series
system with dependent (in the considering sense) life
lengths of components is greater than (or equal) to the
reliability of that system with independent life lengths
of components and the same distributions as the
marginals of T1, T2, …, Tn .
Accepting the assumption about independence of the
life lengths of the components even though the random
variables describing the life lengths are dependent, we
make an obvious mistake but that error is „safe”
because the real series system has a greater reliability.
That estimation is very conservative.

Example 1.

Assume that a non-negative random variable Ui,
describing time to failure of the component caused by
the shock from source zi has a Weibull distribution
with parameters

1,...,2,1,, += niii λα

for ui > 0

.1,...,2,1,)()( +==>= − nieuUPuG iiui
iiii

αλ

The reliability function of a series system with
dependent components satisfies

)11...11(

121 )()(...)()()()(

++++−

+

=

=>=

natn
at

nn

e

tGtGtGtGtTPt

λλ

R

For n = 3   and

2.0,3,1.0,2.2

,2.0,2,1.0,2.1

4433

2211

====

====

λαλα

λαλα

we get

)32.02.21.022.02.11.0()()( ttttetTPt +++−=>=R

The graph of the function is presented in Figure 1.
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Figure 1. The graph of the series reliability function
with dependent components

The reliability function 0),(~
≥ttR  of the series system

with independent life lengths of components, the same
marginals satisfies

)32.02.22.024.02.11.0()()(~ ttttetTPt +++−=>=R .

3. Reliability of the object of the parallel
structure
The life length of the object of a parallel structure is a
random variable defined by

),...,,(max 21 nTTTT = .                                         (13)

Let us compute the reliability function of the object:
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Using the formula of probability of a sum of events we
obtain

.),...,,()1(

...),,(

),()()()(

21
1

1,,

1,1

tTtTtTP

tTtTtTP

tTtTPtTPtTPt

n
n

n

kji
kji

kji

n

ji
ji

ji

n

i
i

>>>−+

∑ −>>>+

∑ >>∑ −>=>=

+

<<
=

<
==

R

Hence and from (4), (6), (7) we get



F.Grabski, A. Za ska-Fornal     The model of non-renewal reliability systems with dependent time lengths of components
RTA # 3-4, 2007, December  -  Special Issue

- 86 -

∑∑ −=
<+
=

++
=

+

n

ji
ji

jjii

n

i
ii tGtGtGtGtGtGt

1
1,

11
1

1 )()()()()()()(R

∑−
−

=
++

1

1
21 )()()(

n

i
iii tGtGtG (15)

).()(...)()()1(... 121
1 tGtGtGtG nn

n
+

+−+

Particularly, for n=3    we have,
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If T1, T2, …,Tn are independent then
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For n = 3
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After multiplication we get
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Notice that
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Let Ai, i=1, 2, 3, 4   be independent events with
probabilities defined by

.4,3,2,1),()( == itGAP ii

The expression

)()()()()()( 412141 tGtGtGtGtGtG −−+

)()()()()()( 432143 tGtGtGtGtGtG +−

can be rewritten as

)()()()(

)()()()(
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APAPAPAP

APAPAPAP

−−

−+

)()()()( 4321 APAPAPAP+

)).()(()( 432141 AAPAAPAAP ∩∪∩−∪=

As
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)()( 432141 AAAAAA ∩∪∩⊃∪ ,

So

))()(()( 432141 AAAAPAAP ∩∪∩≥∪ .
Thus

)()( tt RR ≥
(

.

The inequality can be proved for any n by the
induction. It assures that the reliability of the parallel
system with the independent components is greater
than (or equal) to the reliability of that system with
dependent components.
 Computing the reliability of the real systems we often
assume that the components life lengths are
independent even though the random variables
describing the life lengths are dependent. That example
shows that such assumption leads towards careless
conclusions. The real parallel system may have
significantly lower reliability. Moreover, we come to
the similar conclusions if we take under consideration
more general assumption about the association of the
random variables T1, T2, …,Tn [1].

Example 2.

Assume as previously that a non-negative random
variable Ui , describing time to failure of the
component caused by the source zi has a  Weibull
distribution with parameters

.1,...,2,1,, += niii λα

Let n = 3. Then for ui > 0

.4,3,2,1,)()( ==>= − ieuUPuG iiui
iiii

αλ

As previously

,2.0,2,1.0,2.1 2211 ==== λαλα

.2.0,3,1.0,2.2 4433 ==== λαλα

Using (16) we obtain the reliability function of the
parallel system with dependent components. For t > 0
it satisfies

R(t)

1 2 3 4 5 6

0.2

0.4

0.6

0.8

1

t

Figure 2. The graph of the reliability function of the
parallel system with dependent components

)()()()()()()( 433221 tGtGtGtGtGtGt ++=R

)()()()()()( 432321 tGtGtGtGtGtG −+

)2.21.022.0()22.02.11.0( tttt ee +−+− +=

)2.21.022.02.11.0()32.02.21.0( ttttt ee ++−+− −+

.)32.02.21.022.0( ttte ++−−

Figure 2. Presents its graph.

4. Conclusion
The reliability of a series system with dependent (in
the considered sense) life lengths of components is
greater than (or equal) to the reliability of that system
with independent life lengths of components.
 Assuming the independence of the life lengths of the
components even though the random variables
describing the life lengths are dependent, we make a
mistake but that error is „safe” because the real series
system has a greater reliability. The estimation of the
reliability function is very conservative.
The reliability of the parallel system with the
independent components is greater than (or equal) to
the reliability of that system with dependent
components.
Computing the reliability of the real systems we often
assume that the components life lengths are
independent even though the random variables
describing the life lengths are dependent. The
examples presented here show that such assumption
leads towards careless conclusions. The real parallel
system may have significantly lower reliability.
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1. Introduction
Repairable system analysis is in nature an evaluation
of repair effects. Recent tendency in reliability
engineering literature was estimating system repair
effects or linking repair to certain covariate to extract
repair impacts by imposing repair regimes to the
system. Guo [3], [4] proposed an approach to isolate
repair effects in terms of grey differential equation
modelling, particularly, the one-variable first order
differential equation model, abbreviated as GM (1,1)
model, initiated by Deng [2]. The efforts of modelling
of system repair effects in terms of grey differential
equation models has attracted attention from because
it is easy to calculated, for example, in Microsoft
Excel. However, there were two fundamental
problems necessary to be addressed. The first issue is
the nature of the GM(1,1) model. In The second
fundamental problem is GM(1,1) model is a
deterministic approach and is just a delicate
approximation approach and in nature ignores the
regression error structure, which may be very
reasonable if the sample size is too small, however, in
general, Deng's approach results in information loss,
particularly he used the adjective word "grey",
implying grey uncertainty involved, but there was not
uncertainty structure build up to describe "grey
uncertainty". In other words, the existing GM(1,1)

model has a good idea without a convincingly
rigorous mathematical foundation yet.
In this paper, we will review the coupling principle
materialization in GM(1,1) model in section 2. In
section 3, will propose a families of first order
differential equation motivated regression models
under unequal-gaped data, which is suitable for the
usages in system functioning time analysis. In section
4, we argue that the differential equation motivated
regression model is a coupling regression model with
random fuzzy error terms in nature. In section 5,
review Liu's [5] fuzzy credibility measure theory and
then discuss the random fuzzy variable theory in order
to establish the differential equation motivated
regression models as a coupling regression with
random fuzzy error terms. In section 6, we will
discuss the parameter estimation for the fuzzy variable
repair effect indexing the random fuzzy error terms of
the differential equation motivated regression
modelling on system functioning time sequence under
maximum entropy principle. Section 7 concludes the
paper.

2. An univariate DEMR model
The success of GM(1,1) model lies on the following
two aspects: data accumulative generation operator
(abbreviated as AGO), which is the partial sum
operation in algebra, and a simple regression model

Guo Renkuan
University of Cape Town, Cape Town, South Africa

An univariate DEMR modelling on repair effects

Keywords
grey theory, DEMR, repair effect, credibility measure theory, random fuzzy variable

Abstract
Repairable system analysis is in nature an evaluation of repair effects. Recent tendency in reliability engineering
literature was estimating system repair effects or linking repair to certain covariate to extract repair impacts by
imposing repair regimes during system reliability analysis. In this paper, we develop a differential equation
motivated regression (abbreviated as DEMR) model with a random fuzzy error term based on the axiomatic
framework of self-dual fuzzy credibility measure theory proposed by Liu [5] and grey differential equation
models.  The fuzzy variable indexes the random fuzzy error term will be used to facilitate the evaluation of repair
effects. We further propose a parameter estimation approach for the fuzzy variable (repair effect) under the
maximum entropy principle.
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coupled with a first-order linear constant coefficient
differential equation model, which Deng [2] called is
as whitening differential equation or the shadow
differential equation. Let X(0) =(x(0) (1), x(0) (2),…, x(0)

(n)) be a data sequence, and the partial sum with
respect to X(0)

∑
=

=
k

i
ixkx

1

)0()1( ),()( nk ,,4,3,2 K= ,      (1)

and the mean of two consecutive partial sums, which
is used as an approximation to the primitive function
of ( ) ( )1x t

[ ])1()(
2
1)( )1()1()1( −+= kxkxkz .      (2)

Definition 1. Given a (strictly positive) discrete real-
valued data sequence X(0) =(x(0)(1), x(0)(2),…, x(0)(n)),
the equation

( ) ,)()( )1()0(
kkzkx εβα +−+=                          (3)

nk ,,4,3,2 K= ,

“coupled” with the first-order constant coefficient
linear ordinary differential equation.

( )








=+−+=

=+

nkkzkx

tx
dt

tdx

k ,,4,3,2,)()(

)()(

)1()0(

)1(
)1(

Kεβα

αβ
   (4)

is called a univariate DEMR model with respect to the
data sequence X(0) =  (x(0)(1), x(0) (2), …, x(0)(n)) .
Parameter  is called the developing coefficient,
parameter a  is the grey input, term x(0) is called a grey
derivative and term x(1)(k) is called the kth 1-AGO of
X(0) value (partial sum in fact). Furthermore, the
differential equation dx(1)/dt +  x(1) =  in Eq. (4) is
called the whitening differential equation or the
shadow equation of the grey differential equation Eq.
(3) by Deng [2]. The unknown parameter values ( )
can be estimated in terms of a standard regression.
Note that Eq. (3) can be re-written as in a simple
regression form,

,kkk xy εβα ++= nk ,,4,3,2 K= ,      (5)

where

),()0( kxyk = ),()1( kzxk −= nk ,,4,3,2 K= .  (6)

The estimate for regression parameter pair ( )βα, ,
denoted as ),( ba , can be calculated by,

( ) YXXXba TTT 1),( −
=        (7)

where

,

)(1

)3(1
)2(1

)1(

)1(
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.      (8)

The grey filtering-prediction equation is thus

)1(€)(€)(€ )1()1()0( −−= kxkxkx ,      (9)

where

b
ae

b
axkx bk +



 −=+ −)1()1(€ )0()1( .    (10)

Note that Eq. (10) is the discrete version of the
solution to the differential equation (Eq. (4))

β
α

β
α β +








−= − texx )0()1()1( .    (11)

The typical goodness-of-fit measure of GM(1,1)
model is the (absolute) relative error described by
Deng [2], i.e.

,
)(

)(€)(
)( )0(

)0()0(

kx

kxkx
ke

−
= nk ,,4,3,2 K= ,   (12)

and the model efficiency is defined as

∑
=−

=
n

i
ie

n
E

2
)(

1
1

.       (13)

The nature of the univariate DEMR model can be
identified as that the model couples a differential
equation model and a simple regression model
together organically. The form of the motivated
differential equation (i.e., Deng’s whitening
differential equation) in Eq. (4) determines the form
of the coupling regression (i.e., CREG) in Eq. (3). The
data assimilated parameter pair ( ),a b  in CREG
determines the system parameter pair ( ),α β . The
coupling translation rule is listed in Table 1.
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Table 1. Coupling Rule in Univariate DEMT Model

Term Motivated DE Coupling REG
Translation between MDE and CREG

Intrinsic
feature

Continuous Discrete

Independent
Variable

t k

1st-order
Derivative dttdx /)()1( )()0( kx
2st-order

Derivative
2)1()2( /)( dttxd )()1( kx −

Primitive
function )()1( tx )()1( kz
Model

Formation
( ) ( ) ( ) ( )
1

1dx t
x t

dt
β α+ =

( ) ( ) ( ) ( )0 1x k bz k a+ =

Parameter Coupling
Parameter ( )βα , ),( ba
Dynamics
(Solution)

( ) ( )1

(1) (0) t

x t

x e−β

=

 α α
− + β β 

(1)

(0)

€ ( 1)

(1) bk

x k
a ax e
b b

−

+ =

 − +  
Filtering

(Prediction)
(0)

(0)

( )

(1) t

x t

x e−β

=

 α −β 

(0)

(1) (1)

€ ( )
€ €( 1) ( )
x t
x k x k

=

+ −

In DEMR modelling, the motivated differential
equation and the coupling regression model are not
separable but are organic integration. The DEMR
models are differential equation motivated but defined
by system data. A DEMR model starts with a
motivated differential equation, then the coupling
regression model is specified in the form “translated”
from the form of the motivated differential equation,
in return, in terms of coupling regression model, the
parameters specifying the motivated differential
equation are estimated under L2-optimality, and
finally, the solution to the motivated differential
equation (or the discredited solution) equipped with
data-assimilated parameters is used for system
analysis or prediction.  In nature a DEMR model is a
coupling of a motivated differential equation and a
regression formed by the discredited version of the
motivated differential equation. We call the
“translation” rule in grey differential equation
modelling as a coupling principle.

3. Unequal-gapped differential equation
motivated regression model with term of
product of exponential and sine function
The basic form of the first order linear differential
equation with constant term in right side is

( )ϖωαβ δ +=+ tex
dt
dx t sin      (14)

Note here, the proposal of the motivated differential
equation in Eq. (14) is featured by the term

sinte tδα ω  to replacing the constant term α in Eq. (4)
with an intention that the fluctuating pattern of

( )sinte tδ ω + ϖ will help the model goodness-of-fit.
Then the solution to Eq. (14)  is

ph xxx +=        (15)

where

t
h ecx β−= 0 ,       (16)

is the solution to the homogeneous equation

0=+ x
dt
dx

α        (17)

while a particular solution to the motivated
differential equation Eq. (14) takes a form

( ) ( )( )ϖωϖωδ +++= tBtAex t
p cossin 00 .   (18)

Note that px satisfies Eq. (14), thus substitute the
particular solution into Eq. (14), we obtain

p
p x

dt
dx

β+

( ) ( )ϖωδϖωδ δδ +++= teBteA tt cossin 00

( ) ( )ϖωωϖωω δδ ++++ teBteA tt sincos 00

( ) ( )ϖωβϖωβ δδ ++++ teBteA tt cossin 00

( )ϖωα δ += te t sin ,      (19)

which leads to an equation system by comparing the
coefficients of term ( )sinte tδ ω + ϖ  and term

( )te tδ ω + ϖ respectively,







=++

=−+

0)(

)(

00

00

βδω

αωβδ

BA

BA
                 (20)

Solving the linear equation Eq. (19), we obtain
the coefficients 0A  and 0B  respectively as follows
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
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     (21)

In theory, the expressions of 0A  and 0B  will
determine the particular solution px

)sin(0 ϖωδ += teAx t
p

)cos(0 ϖωδ ++ teB t      (22)

which will result in the general solution to Eq. (14) as

)sin(01 ϖωδβ ++= − teAecx tt

)cos(0 ϖωδ ++ teB t   (23)

Note that for the unequal-gapped data sequence,
( ) ( ) ( ) ( ) ( ) ( ) ( )( )0 0 0 0

1 2, , , nX x t x t x t= L , the coupling (or
translation) rule is slightly different from the equal-
gapped data sequence.

Table 2. Coupling Principle in unequal gapped
GM(1,1) Model.

Term Motivated DE Coupling REG
Model Formation

Intrinsic
feature

Continuous Discrete

Independent
Variable

t kt

Response ( ) ( )0x t ( ) ( )0
kx t

1st-order
Derivative

(1) ( ) /dx t dt ( ) ( )0
kx t
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The coupling regression is

)sin()()0( ϖωα δ += k
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The parameter pair ( ),α β  is obtained by least-square

estimation ( ) ( ) 1
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since δ and ω are given (in a manner by trials and
errors).
Formally, we have a DEMR model as

( )








+−++=

+=+

.)()sin()(

)sin(

)1()0(
kk

t
k

t

tztetx

tex
dt
dx

εβϖωα

ϖωαβ

δ

δ

   (27)

4. Fuzzy repair effect structure
In standard regression modelling exercises, it is often
to assume that the error terms iε , 1,2, ,i n= L  are
random with zero mean and constant variance, i.e.,

[ ]E 0iε =  and [ ] 2VAR iε = σ , 1,2, ,i n= L . It is
typically assuming a normal distribution with zero
mean and constant variance, i.e., ( )20,N σ .
Furthermore, as we pointed out that a grey differential
equation model is a motivated differential equation
motivated regression, which takes the form translated
from the motivated differential equation, as shown in
Table 1 for GM(1,1) case.  However, we should be
fully aware that translation back and forward between
the motivated differential equation and the coupling
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regression will bring in new error which is different
from the random sampling error ( )20,N σ . The errors
brought in come from the steps of the usage of
difference ( ) ( ) ( ) ( ) ( ) ( )0 1 1 1x k x k x k= − − to replace the
derivative ( )t k

dx dt
=

and the usage of the average
accumulated partial sum ( ) ( )1

kz t to replace the
primitive function ( ) ( )1

kx t  during the translation
between the motivated differential equation and the
coupling regression.
Our simulation studies have shown that the coupling-
introduced error is dependent upon the grids size ∆ , or
equivalent to the total number of approximation N.
The simulation evidences have shown that the larger
the number of approximating grid, or equivalently, the
smaller the approximating grid, the coupling
translation error is smaller. However, the coupling
translation error and the approximating grid do not
hold a deterministic functional relation. What we can
see is the functional relation has a certain degree of
belongingness. In other words, the coupling
translation process induces a fuzzy error term, denoted
as ς  with a membership function.
We perform a simulation study of the error occurrence
frequencies of approximating ( )cos 2π  by

( ) ( )( )sin 2 sin 2 x xπ π− + ∆ ∆ .

error's frequency Chart

-0.2
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Figure 1. Error occurrence frequency

Therefore, in general the error terms of a differential
equation motivated regression model (i.e., grey
differential equation in current grey theory literature)
is fuzzy because the vague nature of the error
occurrences.
As a standard exercise, the fuzzy error component ie
may be assumed as triangular fuzzy variable with a
membership function


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0
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)(µ                 (28)

which has a fuzzy mean zero.
However, in the modelling of system functioning
times, we further note that the repair will reset the
system dynamic rule so that the repair impact may be
understood as a fuzzy variable having a triangular
membership


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zr

0

b)(µ     (29)

The fuzzy mean of the fuzzy repair effect is thus

)2(
4
1)( cbarE ++=µ ,     (30)

which provides a repair effect structure. Therefore, the
“composite” fuzzy “error” term appearing in the
differential equation motivated regression for
modelling a system function time will be

,iii re +=ζ ni ,,3,2 K= ,     (31)

with a triangular membership function, i.e.,
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ϖ
ϖ

ϖ
ϖ
ϖ

µζ     (32)

because the sum of two triangular fuzzy variables is
still a triangular fuzzy variable. The total error

,)( iiiiii er εεζξ ++=+= ni ,,3,2 K= ,   (33)

which is a sequence of random fuzzy variables
because the summation nature of a random fuzzy
variable and a fuzzy variable according to Liu [5].
Now, we reach a point that the random fuzzy variable
concept is involved and therefore it is necessary to
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have a quick review on the relevant theoretical
foundation.

5. A random fuzzy variable foundation
First we need to review the fuzzy credibility measure
theory foundation proposed by Liu [5], then we will
establish the normal random fuzzy variable theory for
a facilitation of error analysis in the differential
equation motivated regression models.
Let Θ  be a nonempty set, and 2Θ  the power set on
Θ . Each element, let us say, A ⊂ Θ , 2A Θ∈  is called
an event. A number denoted as { }Cr A ,

{ }0 Cr 1A≤ ≤ , is assigned to event 2A Θ∈ , which
indicates the credibility grade with which event

2A Θ∈  occurs. { }Cr A satisfies following axioms
given by Liu [5]:
Axiom 1. { }Cr 1Θ = .
Axiom 2. { }Cr ⋅ is non-decreasing, i.e., whenever
A B⊂ , { } { }Cr CrA B≤ .
Axiom 3. { }Cr ⋅  is self-dual, i.e., for any

2A Θ∈ , { } { }Cr Cr 1cA A+ = .

Axiom 4. { } { }Cr 0.5 sup Cri i i
i

A A∧ =   U  for any { }iA

with { }Cr  0.5iA ≤ .

Axiom 5. Let set functions ]1,0[2:}{ →⋅ Θ k
kCr satisfy

Axioms 1-4, and 1 2 pΘ = Θ × Θ × × ΘL , then:

{ } { } { } { }pp CrCrCrCr θθθθθθ ∧∧∧= LK 2121 ,,,  (34)

for each { } .2,,, 21
Θ∈pθθθ K

Definition 5.1. Liu [5] Any set function
[ ]Cr : 2 0,1Q ®  satisfies Axioms 1-4 is called a ( )∧∨, -

credibility measure (or classical credibility measure).
The triple ( )Cr,2, ΘΘ  is called the ( )∧∨, -credibility
measure space.

Definition 5.2. Liu [5] A fuzzy variable ξ  is  a
mapping from credibility space ( )Cr,2, ΘΘ  to the set

of real numbers, i.e., ( ): ,2 ,Crξ ΘΘ → R .

Definition 5.3. Liu [5] The (induced) membership
function of a fuzzy variable ξ  on ( )Cr,2, ΘΘ  is:

{ }( ) ,12)( ∧== xCrx ξµ R∈x     (35)

Conversely, for given membership function the
credibility measure is determined by the credibility
inversion theorem.

Theorem 5.4. Liu [5] Let ξ be a fuzzy variable with
membership function m. Then for R⊂∀B ,

{ } 





 −+=∈

∈∈ CBxBx
xxBCr )(sup1)(sup

2
1

µµξ    (36)

As an example, if the set B is degenerated into a point
x, then

{ } ,)(sup1)(
2
1







 −+==

≠
yxxCr

xy
µµξ R∈∀x (37)

Definition 5.5. Liu [5] The credibility distribution
[ ]: 0,1Φ →R  of a fuzzy variable ξ  on ( )Cr,2, ΘΘ  is

{ }xCrx ≤Θ∈=Φ )()( θξθ .     (38)

The credibility distribution ( )xΦ  is the accumulated
credibility grade that the fuzzy variable ξ  takes a
value less than or equal to a real number x ∈ R .
Generally speaking, the credibility distribution  is
neither left-continuous nor right-continuous.

Theorem 5.6. Liu [5] Let ξ  be a fuzzy variable on
( )Cr,2, ΘΘ  with membership function . Then its
credibility distribution,

,)(sup1)(sup
2
1)( 






 −+=Φ

>≤
yyx

xyxy
µµ R∈∀x  (39)

Definition 5.7. Liu [5]  Let  be the credibility
distribution of the fuzzy variable ξ . Then function

: [0, )φ → +∞R  of a fuzzy variable ξ  is called a
credibility density function such that,

,)()( ∫
∞−

=Φ
x

dyyx φ R∈∀x .     (40)

Now we are ready to state the normal random fuzzy
variable theory for the error analysis in the repairable
system modelling.
Liu [5] defines a random fuzzy variable as a mapping
from the credibility space ( )Cr,2, ΘΘ  to  a  set  of
random variables.  We would like to present a
definition similar to that of stochastic process in
probability theory and expect readers who are familiar
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with the basic concept of stochastic processes can
understand the comparative definition.

Definition 5.8. A random fuzzy variable, denoted as

( ){ },Xβ θξ = θ∈Θ  , is a collection of random variables

Xβ  defined on the common probability space

( ), PrΩ A,  and indexed by a fuzzy variable ( )β θ

defined on the credibility space ( )Cr,2, ΘΘ .
Similar to the interpretation of a stochastic process,

{ },tX X t += ∈ R , a random fuzzy variable is a

bivariate mapping from ( ), 2ΘΩ× Θ ×A  to the space

( ),R B . As to the index, in stochastic process theory,
index used is referred to as time typically, which is a
positive (scalar variable), while in the random fuzzy
variable theory, the “index” is a fuzzy variable, say,
β . Using uncertain parameter as index is not starting
in random fuzzy variable definition. In stochastic
process theory we already know that the stochastic
process ( ){ },X X τ ω= ω∈Ω  uses stopping time

( ), Wt w w , which is an (uncertain) random variable
as its index.
In random fuzzy variable theory, we may say that that
average chance measure, denoted as ch , plays a
similar role similar to a probability measure, denoted
as Pr , in probability theory.

Definition 5.9. Liu and Liu [6] Let x  be a random
fuzzy variable, then the average chance measure
denoted by {}ch , of a random fuzzy event { }x≤ξ ,
is

{ } =≤ xch ξ ( ){ }{ }∫ ≥≤Θ∈
1

0
Pr ααθξθ dxCr .    (41)

Then function () is called as average chance
distribution if and only if

{ }xchx ≤=Ψ ξ)( .      (42)

Liu [5] stated that if a random variable η  has zero
mean and a fuzzy variableζ , then the sum of the two,
η ζ+ , results in a random fuzzy variable ξ . Now, it
is time to find the average chance distribution for a
normal random fuzzy variable ( )2,

d
Nx z s: , where ζ is

a triangular fuzzy variable and 2σ is a given positive
real number. Note that fuzzy event

{ }{ }αθξθ ≥≤Θ∈ x)(Pr:

( )








≥





 −

ΦΘ∈⇔ α
σ

θζ
θ

x:

    (43)
( ){ })( x: 1 ασθζθ −Φ+≥Θ∈⇔

( ){ })(: 1 ασθζθ −Φ−≤Θ∈⇔ x                     (43)

The fuzzy mean is assumed to have a triangular
membership function















≤≤
−
−

≤≤
−
−

=

otherwise0

)( ζζ
νν

ν

ζζ
ζζ

ζ

ζµ awb
bc
wc

bwa
ab
aw

w    (44)

and

{ } ( )

( )



















≥

<≤
−

−+

≤≤
−

−

<

=≤=Φ

ζ

ζζ
ζζ

ζζ

ζζ
ζζ

ζ

ν

ζ

cw

cwb
bc

bcw

bwa
ab

aw

aw

wCrw

1

2
2

2

0

)(    (45)

which gives the credibility distribution for the fuzzy
mean, ζ .
Then the critical step is to derive the expression of

{ }{ }.),(Pr)( αθωξθζ ≥≤Θ∈ xCr  For normal
random fuzzy variable with a triangular fuzzy mean,

{ }{ }αθωξθζ ≥≤ x),(Pr:)(

{ })()(: 1 ασθζθ −Φ−≤Θ∈⇔ x .    (46)

Then the range for the integration of the integrand
{ })()(: 1 ασθζθ −Φ−≤Θ∈ xCr   with respect to α

is listed in Table 3.

( )g α Range for α ( ) ( ){ }1Cr : x -Q z q - s F a
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( )g aζα−∞ < <
1

x aζ− 
Φ < α < σ 

0

( )a g bζ ζα≤ < x b x aζ ζ− −   
Φ < α < Φ   σ σ   

( )
( )

1

2
x a

b a

−
ζ

ζ ζ

− σΦ α −

−

( )b g cζ ζα≤ < x c x bζ ζ− −   
Φ < α < Φ   σ σ   

( )
( )
1 2

2
x c b

c b

−
ζ ζ

ζ ζ

− σΦ α + −

−

( )g cζα ≥
0

x cζ− 
< α < Φ σ 

1

Table 3. Integration range with respect to α

where ( ) ( )1g x −ζ = α = − σΦ α .
Then we obtain the average chance measure for the
event ( ){ }, xξ ω θ ≤

{ } =≤ xch ),( θωξ ( ) α
ασσ

ζ

σ
ζ ζζ

ζ d
ab

ax
ax

bx
∫

−

−Φ−








 −
Φ










 −
Φ

−

2
)(1

( ) α
ασσ

ζ

σ
ζ ζζ

ζζ d
bc

bcx
bx

cx
∫

−

−+Φ−
+










 −
Φ










 −
Φ

−

2
2)(1

∫+









 −
Φ

σ
ζcx

x
0
1    (47)

which leads to the average chance distribution

( ) =Ψ x ( ) 





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
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
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
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
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ζζ cxbx
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




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 −
Φ+

σ
ζcx

( ) ∫
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−

−

−

σ
ζ

σ
ζζζ
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σ

ax
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duuu
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)(

2

( ) ∫
−

−

−

−

σ
ζ

σ
ζζζ

φ
σ

bx

cx
duuu

bc
)(

2
     (48)

6. Fuzzy repair effect estimation under fuzzy
maximum entropy principle
Entropy is a measure of uncertainty. The entropy of
De Luca and Termini [1] characterizes uncertainty
resulting primarily from the linguistic vagueness
rather than resulting from information deficiency, and
vanishes when the fuzzy variable takes all the values
with membership degree 1. However, we hope that the
degree of uncertainty is 0 when the fuzzy variable

degenerates to a crisp number, and is maximum when
the fuzzy variable is an equi-possible one, i.e., all
values have the same possibility. In order to address
such a requirement, Li and Liu [6] provided a new
definition based on credibility measure.

Definition 6.1.(Fuzzy Entropy) Let x  be a continuous
fuzzy variable defined on a credibility space
( )Cr,2, ΘΘ , then the fuzzy entropy, [ ]H x , is defined
by

[ ] { }( )( )∫
∞

∞−

== duuCrSH )(: θξθξ     (49)

where

)1ln()1(ln)( tttttS −−−−=     (50)

For convenience, we name ( )S t as entropy density at
point t.
The maximum entropy principle provides a route such
that it is possible to select the parameter(s) λ  that
maximizes the value of entropy function and satisfies
certain given constraints for specifying a membership
function with a given form. However, what we aim at
is not obtaining parameters from the theoretical
entropy function rather we must determine the
parameters based on observations of the fuzzy
variable, say, ξ . In other words, we need to develop a
criterion to obtain data-assimilated membership
function. Therefore, we suggest an empirical fuzzy
entropy function for parameter searching since the
optimal value of the data-dependent object function
has to reflect the constraints specified by
observational data implicitly. The data assimilated
object function is the average of entropy densities
evaluated at 1 2{ , , , }nz z zL respectively, i.e.,

[ ] ( ){ }( )∑ ==−
=

N

i
izZCrS

n
LLJ

1
21 ,;)(1, ηδθ    (51)

where a finite interval ],,[ 21 LL− 012 ≥> LL  is
defined for the domain of the entropy. Note that with
the finiteness of empirical entropy,

];[],[ 21 λZHLLJ →−  asymptotically with
parameter constrained by the data structure and

],,[ 21 LLZ −∈ 012 ≥> LL  which guarantees the
theoretical entropy [ ]H Z  exists and finite in general.

Then, we can estimate the parameter ( ), ,a b cζ ζ ζ  of
the membership of fuzzy composite error in terms of
maximum entropy principle. Furthermore, we can
isolate a few repair as bad-as-old regime and thus
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repair effect is zero for estimation parameter ο  for
specifying iε , the translation error because under
triangular membership assumption, the empirical
membership can be defined and satisfies the
asymptotical requirements.

7. Conclusion
In this paper, we argue that a differential equation
motivated regression model will result in a regression
model with random fuzzy error terms and thus
complete our mission for solidifying a rigorous
mathematical foundation for the grey modelling on
system repair effects proposed by Guo [3], [4]. The
maximum entropy principle facilitates a way for fuzzy
parameter estimation. However, the average change
distribution is also providing a way for parameter
data-assimilation.
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1. Introduction
The assumption that the systems are composed of two-
state components gives the possibility for basic
analysis and diagnosis of their reliability. This
assumption allows us to distinguish two states of
system reliability. The system works when its
reliability state is equal to 1 and is failed when its
reliability state is equal to 0. In the stationary case the
system reliability is the independent of time probability
that the system is in the reliability state 1. The main
results determining the stationary reliability and the
algorithms for numerical approach to this reliability
evaluation for consecutive “k out of n: F” systems are
given for instance in [1], [5]-[6]. An exemplary
technical consecutive “k out of n: F” system can be
found in [3]. There is considered the ordered sequence
of n relay stations ,E,,, n21 KEE , which have to
reroute a signal from a source station 0E  to a target
station 1+nE . A range of each station is equal to k. It
means, when the station ,iE ,,...,1,0 ni = is operating,
it sends a signal directly to a station

.,..., ),min(1 nkii EE ++ The failed station does not send any

signal. The probability of efficiency of the stations 0E
and 1+nE   is equal to 1. The signal from 0E to 1+nE

cannot be sent, if at least k consecutive stations out of
,E,,, n21 KEE are damaged.

The paper is devoted to extension of these stationary
results to the non-stationary case and applying them in
transmitting then for two-state consecutive “ k  out of
n : F” systems with dependent of time reliability
functions of system components ([3]). Then, the
reliability function, the lifetime mean value and the
lifetime standard deviation are basic characteristics of
the system.

2. Reliability of two-state consecutive “k out of
n: F” systems
In the non-stationary case of two-state reliability
analysis of consecutive “k out of n: F” systems we
assume that ([3]):
– n is the number of system components,
– ,iE ,,...,2,1 ni =  are components of a system,
– iT are independent random variables representing

the lifetimes of components ,iE ,,...,2,1 ni =

– ),,0),()( ∞∈<>= ttTPtR ii is a reliability
function of component ,iE ,,...,2,1 ni =

– ),,0),()(1)( ∞∈<≤=−= ttTPtRtF iii is the

Guze Sambor
Maritime University, Gdynia, Poland

Numerical approach to reliability evaluation of two-state consecutive “k
out of n: F” systems

Keywords
two-state system, consecutive “ k  out of n  : F” system, reliability, algorithm

Abstract
An approach to reliability analysis of two-state systems is introduced and basic reliability characteristics for such
systems are defined. Further, a two-state consecutive “ k out of n : F” system composed of two-state
components is defined and the recurrent formulae for its reliability function are proposed. The algorithm for
numerical approach to reliability evaluation is given. Moreover, the application of the proposed reliability
characteristics and formulae to reliability evaluation of the system of pump stations composed of two-state
components is illustrated.
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distribution function (unreliability function) of
component ,iE .,...,2,1 ni =

Definition 1. A two-state system is called a two-state
consecutive “ k  out of n : F” system if it is failed if and
only if at least its k  neighbouring components out of
n  its components arranged in a sequence of ,1E ,2E
..., ,nE  are failed.

The following auxiliary theorem is proved in [3], [6].

Lemma 1. The stationary reliability of the two-state
consecutive “ k  out of n : F” system composed of
components with independent failures is given by the
following recurrent formula
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where
– ip  is a stationary reliability coefficient of

component ,iE ,,...,2,1 ni =

– iq  is a stationary unreliability coefficient of
component ,iE ,,...,2,1 ni =

– nkR ,  is the stationary reliability of consecutive “k
out of n: F” system.

After assumption that:
– nkT , is a random variable representing the lifetime

of a consecutive “k out of n: F” system,
– ),,0),()( ,, ∞∈<>= ttTPtR nknk  is the reliability

function of consecutive “k out of n: F” system,
– ),,0),()(1)( ,,, ∞∈<≤=−= ttTPtRtF nknknk is

the distribution function of consecutive “k out of n:
F” system,

we can formulate the following result.

Lemma 2. The reliability function of the two-state
consecutive “ k  out of n : F” system composed of

components with independent failures is given by the
following recurrent formula
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for ).,0 ∞∈<t

Motivation. When we assume in formula (1) that

),()( tRtp ii = )()( tFtq ii =  for ),,0 ∞∈<t
ni ,...,2,1= ,

we get formula (2).

From the above theorem, as a particular case for the
system composed of components with identical
reliability functions, we immediately get the following
corollary.

Corollary 1. If components of the two-state
consecutive “ k  out of n : F” system are independent
and have identical reliability functions, i.e.

),()( tRtRi = )()( tFtFi =  for ),,0 ∞∈<t
ni ,...,2,1= ,

then the reliability function of this system is given by
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In further considerations we will used the following
reliability characteristics:
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- the mean value of the system lifetime,

][ ,nkTE = ∫
∞

0
Rk,n(t)dt,         (4)

- the second order ordinary moment of the system
lifetime,

∫
∞

=
0

2
, 2][ tTE nk Rk,n(t)dt, (5)

- the standard deviation of the system lifetime,

,][ ,nkTD=σ                         (6)

where

.])[(][)][ 2
,

2
,, nknknk TETETD −= (7)

3. Algorithm for reliability evaluation of a two-
state consecutive „k out of n: F” system
For numerical approach to evaluation of the reliability
characteristics, given by (3)-(6), we use the trapezium
rule of numerical integration.
In particular situation, for ,00 =t  step h , we have

][ ,nkTE = ∫
∞

0
Rk,n(t)dt

[ ],))1(()(
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0
0,0,∑

−

=

⋅++++=
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i
nknk hitRihtRh

(8)

∫
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2
, 2][ tTE nk Rk,n(t)dt
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+⋅+=
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0
0,0 )()(
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i
nk ihtRihth

}.))1(())1(( 0,0 hitRhit nk ⋅++⋅⋅+++       (9)

Necessary in (7)-(8) values of function Rk,n(t) are
calculated from (2) using the following algorithm.

Algorithm 1.

1. Given: t, k, n, F(t), R(t);

2. If k > n then 1)(, =tnkR

3.  else  if k = n n
nk tFt )]([1)(, −=R

4.   else
5. for i = 0 to t do
6.  {
7.   for j = 1 to k – 1 do
8.   temp := temp + );()]([ 1, iRiF jnk

j
−−⋅

9. =)(, inkR +⋅ − )()( 1, iRiR nk temp;
10. }

where
- k is a length of the sequence of consecutive

components,
- n is a number of all components in sequence,
-   t is an end of the time interval,
- F(t) is a distribution function of components,
- R(t) is a reliability function of components.

Example implementation of Algorithm 1 and formulas
(3), (8)-(9) in the D programming language is given in
Appendix.

4. Application
From Corollary 1, in a particular case, substituting

3=k  in (3), we get:

- for 1=n

1)(1,3 =tR  for ),,0 ∞∈<t                       (10)

- for 2=n

,1)(2,3 =tR  for ),,0 ∞∈<t              (11)

- for 3=n

)(1)( 3
3,3 tFt −=R  for ),,0 ∞∈<t                     (12)

- for 4≥n

)(,3 tnR )(tR= )(1,3 tn−R )()( tFtR+ )(2,3 tn−R

2)]()[( tFtR+ )(3,3 tn−R  for ),,0 ∞∈<t     (13)

Example 1. Let us consider the pump stations
system with 20=n  pump stations 2021 ,...,, EEE .
We assume that this system fails when at least 3
consecutive pump stations are down. Thus, the
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considered pump stations system is a two-state
consecutive “3 out of 20: F” system, and
according to (9)-(12), its the reliability function is
given by

)(20,3 tR )(tR= )(19,3 tR

)()( tFtR+ )(18,3 tR

2)]()[( tFtR+ )(17,3 tR                            (14)

for ).,0 ∞∈<t

In the particular case when the lifetimes iT , of the
pump stations ,iE 20,,2,1 K=i  have exponential
distributions of the form

tetF 01.01)( −−=  for ,0≥t

i.e. if the reliability functions of the pump stations ,iE
20,,2,1 K=i  are given by

tetR 01.0)( −=  for ,0≥t

considering (9)-(12), (13) we get the following
recurrent formula for the reliability )(20,3 tR  of pump
stations system

1)(1,3 =tR  for ),,0 ∞∈<t                                    (15)

1)(2,3 =tR  for ),,0 ∞∈<t                                    (16)

−= 1)(3,3 tR 301.0 ]1[ te−−  for ),,0 ∞∈<t     (17)

)(,3 tnR te 01.0−= )(1,3 tn−R

te 01.0−+ ]1[ 01.0 te−− )(2,3 tn−R

te 01.0−+ 201.0 ]1[ te−− )(3,3 tn−R  for ),,0 ∞∈<t     (18)
.20,...,5,4=n

The values of reliability function of the system of
pump stations given by (14), calculated by the
computer programme based on the formulae (10)-(18)
and Algorithm 1, are presented in Table 1 and
illustrated in Figure 1.

Table 1. The values of the two-state reliability function
of the pump stations system for 01.0=λ

t )(20,3 tR t2 )(20,3 tR
0.0 1.0000 0.0000
5.0 0.9980 9.9800
10.0 0.9859 19.7189
15.0 0.9583 28.7499
20.0 0.9137 36.5474
25.0 0.8535 42.6743
30.0 0.7811 46.8657
35.0 0.7008 49.0561
40.0 0.6170 49.3614
45.0 0.5337 48.0347
50.0 0.4541 45.4117
55.0 0.3805 41.8584
60.0 0.3144 37.7282
65.0 0.2564 33.3331
70.0 0.2066 28.9274
75.0 0.1647 24.7024
80.0 0.1299 20.7893
85.0 0.1016 17.2662
90.0 0.0787 14.1688
95.0 0.0605 11.5004

100.0 0.0462 9.2416
105.0 0.0350 7.3588
110.0 0.0264 5.8107
115.0 0.0198 4.5531
120.0 0.0148 3.5426
125.0 0.0109 2.7385
130.0 0.0081 2.1044
135.0 0.0060 1.6082
140.0 0.0044 1.2229
145.0 0.0032 0.9255
150.0 0.0023 0.6974
155.0 0.0017 0.5235
160.0 0.0012 0.3916
165.0 0.0009 0.2918
170.0 0.0006 0.2168
175.0 0.0004 0.1607
180.0 0.0003 0.1188
185.0 0.0002 0.0876
190.0 0.0002 0.0644
195.0 0.0001 0.0473
200.0 0.0000 0.0347
205.0 0.0000 0.0253
210.0 0.0000 0.0185
215.0 0.0000 0.0135
220.0 0.0000 0.0098
225.0 0.0000 0.0072
230.0 0.0000 0.0052
235.0 0.0000 0.0038
240.0 0.0000 0.0027
245.0 0.0000 0.0020
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250.0 0.0000 0.0014
255.0 0.0000 0.0010
260.0 0.0000 0.0007
265.0 0.0000 0.0005
270.0 0.0000 0.0004
275.0 0.0000 0.0003
280.0 0.0000 0.0002
285.0 0.0000 0.0001

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

0 50 100 150 200

t

R3,20(t)

Figure 1. The graph of the pump stations system
reliability function

Using the values given in the Table 1, the formulae
(4)-(9) and numerical integration we find:

- the mean value of the pump stations system lifetime

][ 20,3TE ∫
∞

=
0

R3,20(t)dt ≅ 50.8639,

- the second order ordinary moment of the pump
stations system lifetime

=)]1([ 2
20,3TE ∫

∞

0
2 t R3,20(t)dt ≅ 3246.69,

- the standard deviation of the pump stations system
lifetime

≅== 659.558][ 20,3TDσ 25.6819.

5. Conclusion
Two recurrent formulae for two-state system reliability
functions, a general one for non-homogeneous and its
simplified form for homogeneous two-state
consecutive “ k  out of n : F” systems have been
proposed. The algorithm for reliability evaluation of

two-state consecutive “k out of n: F” system has been
shown as well. The formulae and algorithm for two-
state reliability function of a homogeneous two-state
consecutive “ k  out of n : F” system have been applied
to reliability evaluation of the pump stations system.
The considered pump stations system was a two-state
consecutive “3 out of 20: F” system composed of
components with exponential reliability functions. On
the basis of the recurrent formula and the algorithm for
two-state pump stations system reliability function the
approximate values have been calculated and presented
in table and illustrated graphically. On the basis of
these values the mean value and standard deviation of
the pump stations system lifetime have been estimated.
The input structural and reliability data of the
considered pump stations system have been assumed
arbitrarily and therefore the obtained its reliability
characteristics evaluations should be only treated as an
illustration of the possibilities of the proposed methods
and solutions.
The proposed methods and solutions and the software
are general and they may be applied to any two-state
consecutive “k out of n: F” systems.

Appendix
We present the D programming language code for
formulas (3), (8)-(9) and Algorithm 1.

import std.stdio;
import std.stream;
import std.math;
import std.string;

const real LAMBDA1 = 0.01;

real Ft(real t) {
    return (1-exp(-(LAMBDA1)*t));
}

real Rt(real t) {
    return exp(-(LAMBDA1)*t);
}

real SigmaFi(real ii, real k, real t, real n) {
    real result = 0;
    for(real i = ii; i < k; i++) {
        result += pow(Ft(t),i)*Rkn(t,k,n-i-1);
    }
    return result;
}

real Rkn(real t, real k, real n) {
    if (n < k)
        return 1;
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    if (n == k)
        return 1 – pow(Ft(t),n);
    return Rt(t)*(Rkn(t, k, n-1) + SigmaFi(1, k, t, n));
}

real trapeziumT(real k, real n, uint p, real t){
    real integ = 0;
    real step = 0;

    step=t/p;

    for(real i = 0; i < p; i = i + step){
        integ += (((Rkn(i, k, n) +

Rkn(i + step, k, n))*step)/2);
    }
    return integ;
}

real trapezium2T(real k, real n, uint p, real t){
    real integ = 0;
    real step = 0;

    step=t/p;

for(real i=0; i < p; i = i + step){
  integ +=  (((i*Rkn(i, k, n) +
   (i + step)*Rkn(i + step, k, n))*step));

    }
     return integ;
}

int main(char[][] args) {
    real integral = 0;
    real integral1 = 0;
    real dif = 0;
    real sq = 0;

    if (args.length < 3) {
        writefln("Usage:\n   "~ args[0] ~" t k n\n");
        return 0;
    }

    for(real i = 0; i < atoi(args[1]); i = i + 5){
       writefln("%s\t%4s\t%4s\t%s", i, Rkn(i,

atoi(args[2]), atoi(args[3])), 2*i*Rkn(i,
atoi(args[2]),atoi(args[3])), 1 - Rkn(i,
atoi(args[2]), atoi(args[3])) );

    }
    integral=trapeziumT(atoi(args[2]), atoi(args[3]),

atoi(args[4]) );

integral1=trapezium2T(atoi(args[2]),  atoi(args[3]),
atoi(args[4]) );

    diff=(integral1)-pow(integral,2);
    sq=sqrt(diff);

    writefln(“The mean value of the system lifetime”);
    writefln("%s", integral );

              writefln(“The second order ordinary moment of the
system lifetime”);

    writefln("%s", integral1 );
    writefln("%s", diff);
    writefln(“The standard deviation of the system

lifetime”);
   writefln("%s",sq);

    return 0;
}
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1. Introduction
Taking into account the importance of the safety and
operating process effectiveness of technical systems it
seems reasonable to expand the two-state approach to
multi-state approach in their reliability analysis. The
assumption that the systems are composed of multi-
state components with reliability states degrading in
time [4]-[5], [10] gives the possibility for more precise
analysis and diagnosis of their reliability and
operational processes’ effectiveness. This assumption
allows us to distinguish a system reliability critical
state to exceed which is either dangerous for the
environment or does not assure the necessary level of
its operational process effectiveness. Then, an
important system safety characteristic is the time to the
moment of exceeding the system reliability critical
state and its distribution, which is called the system
risk function. This distribution is strictly related to the
system multi-state reliability function that is a basic
characteristic of the multi-state system. The main
results determining the multi-state reliability functions
and the risk functions of typical series, parallel, series-
parallel, parallel-series, series-“k out of n”  and  “k out
of n”- series systems with ageing components are
given in [4]-[5]. The paper is devoted to transmitting
these results on the multi-state ageing consecutive “ k
out of n : F” systems [1], [2]-[3], [6], [7]-[8], [9].

2. Multi-state system with ageing components
In the multi-state reliability analysis to define systems
with degrading components we assume that [4]-[5],
[10]:
– ,iE ,,...,2,1 ni =  are components of a system,
– all components and a system under consideration

have the reliability state set {0,1,...,z}, ,1≥z
– the state indexes are ordered, the state 0 is the worst

and the state z is the best,
– ),(uTi ,,...,2,1 ni =  are independent random

variables representing the lifetimes of components
iE  in the state subset {u,u+1,...,z}, while they were

in the state z at the  moment t = 0,
– ),(uTi is a random variable representing the

lifetime of a system in the state subset  {u,u+1,...,z}
while it was in the state z at the moment t = 0,

– the system state degrades with time t without repair,
– )(tei  is a component iE state at the moment t,

,0≥t
– )(ts  is a system state at the moment t, .0≥t
The above assumptions mean that the reliability states
of the system with degrading components may be
changed in time only from better to worse. The way in
which the components and the system reliability states
change is illustrated in Figure 1.

Guze Sambor

Ko owrocki Krzysztof
Maritime University, Gdynia, Poland

Reliability analysis of multi-state ageing consecutive „k out of n: F”
systems

Keywords
multi-state system, ageing system, consecutive “ k  out of n : F” system, reliability

Abstract
A multi-state approach to reliability analysis of systems composed of ageing components is introduced and basic
reliability characteristics for such systems are defined. Further, a multi-state consecutive “ k  out of n : F” system
composed of ageing components is defined and the recurrent formulae for its reliability function are proposed.
Moreover, the application of the proposed reliability characteristics and formulae to reliability evaluation of the
steel cover composed of ageing sheets is illustrated.
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                                           transitions

worst state                                               best state

Figure 1. Illustration of reliability states changing in
system with ageing components

The basis of our further consideration is a system
component reliability function defined as follows.

Definition 1. A vector

   Rj(t ⋅, ) = [Ri(t,0),Ri(t,1),...,Ri(t,z)], ,0≥t

where

   Ri(t,u) = P(ei(t) ≥ u | ei(0) = z) = P(Ti(u) > t)

for ,0≥t u = 0,1,...,z, ,,...,2,1 ni =  is the probability
that the component iE  is in the reliability state subset

},...,1,{ zuu +  at the moment t, ,0≥t  while it was in
the reliability state z at the moment t = 0, is called the
multi-state reliability function of a component .iE

Similarly, we can define a multi-state system reliability
function.

Definition 2. A vector

   R n (t ⋅, ) = [1,R n (t,0),R n (t,1),...,R n (t,z)], ,0≥t

where

   R n (t,u) = P(s(t) ≥ u | s(0) = z) = P(T(u) > t),

for ,0≥t u = 0,1,...,z, is the probability that the system
is in the reliability state subset },...,1,{ zuu +  at the
moment t, ,0≥t  while it was in the reliability state z at
the moment t = 0, is called the multi-state reliability
function of a system.

Under this definition we have

   Rn(t,0) ≥ Rn(t,1) ≥ . . . ≥ Rn(t,z), ,0≥t

and if

   p(t) = [p(t,0), p(t,1),..., p(t,z)], ,0≥t

where

    p(t,u) = P(s(t) = u | s(0) = z),

for ,0≥t u = 0,1,...,z, is the probability that the system
is in the state u at the moment t, ,0≥t  while it was in
the state z at the moment ,0=t  then

   Rn(t,0) = 1, Rn(t,z) = p(t,z), ,0≥t (1)

and

   p(t,u) = Rn(t,u) - Rn(t,u+1), u = 0,1,...,z-1, .0≥t     (2)

Moreover, if

   Rn(t,u) =1 for ,0<t ,,...,2,1 zu =

then

   M(u) = )]([ uTE = ∫
∞

0
Rn(t,u)dt, u = 1,2,...,z,             (3)

is the mean lifetime of the system in the state subset
},,...,1,{ zuu +

,)]([)()]([)( 2uMuNuTDu −==σ                    (4)
    u = 1,2,...,z,

where

∫=
∞

0
2)( tuN Rn(t,u)dt, u = 1,2,...,z,                           (5)

is the standard deviation of the system lifetime in the
state subset },...,1,{ zuu +  and moreover

M (u) = ∫
∞

0
,),( dtutp u = 1,2,...,z,                            (6)

is the mean lifetime of the system in the state u while
the integrals (3), (4) and (5) are convergent.
Additionally, according to (1), (2), (3) and (6), we get
the following relationships

M (u) = M(u) - M(u+1), u = 1,2,...,z-1,                   (7)

M (z) = M(z).

Close to the multi-state system reliability function its
basic characteristic is the system risk function defined
as follows.

Definition 3. A probability

.  .  .     u-1    0     1      u     z-1     z
. . .  . . .
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   r(t) = P(s(t) < r | s(0) = z) = P(T(r) ≤ t), ,0≥t

that the system is in the subset of states worse than the
critical state r, r ∈{1,...,z} while it was in the reliability
state z at the moment t = 0 is called a risk function of
the multi-state system.

Considering Definition 3 and Definition 2, we have

),,(1)( rtt nRr −= ,0≥t                                         (8)

and if τ is the moment when the system risk function
exceeds a permitted level δ, then

=τ r ),(1 δ−                                                               (9)

where r )(1 t− , if it exists, is the inverse function of the
risk function r(t).

3. Reliability of a multi-state ageing consecutive
„k out of n: F” system
Definition 4. A multi-state system is called an ageing
consecutive “ k  out of n : F” system if it is out of the
reliability state subset {u,u+1,...,z} if and only if at
least its k  neighbouring components out of n  its
components arranged in a sequence of ,1E ,2E  ...,

,nE  are out of this reliability state subset.

In our further analysis, we denote by )(, ts nk  the
reliability state of the ageing consecutive “ k  out of n :
F” system at the moment t, ),,0 ∞∈<t  and by )(, uT nk

the lifetime of this system in the reliability subset
{u,u+1,...,z}. Moreover, we denote by

),(, utnkR utsP nk ≥= )(( , | s(0) = z) ))(( , tuTP nk >=

for ,0≥t u = 0,1,...,z, the probability that the
ageing consecutive “ k  out of n : F” system is in the
reliability state subset },...,1,{ zuu +  at the moment
t, ,0≥t  while it was in the reliability state z at the
moment t = 0 and by

),(, utnkF −= 1 ),(, utnkR ))(( , tuTP nk ≤=

for ,0≥t u = 0,1,...,z, the distribution function of
the lifetime )(, uT nk of this system in the reliability
state subset {u,u+1,...,z} while it was in the state z at
the moment t = 0.
Theorem 1. The reliability function of the ageing
consecutive “ k  out of n : F” system composed of

components with independent failures is given by the
following recurrent formula

),(, ⋅tnkR = [1, ),1,(, tnkR ),2,(, tnkR  ..., ),(, ztnkR ],

where


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for ,,0 >∞∈<t u = 1,2,...,z.

Motivation. Since for each fixed ,u ,,...,2,1 zu =  the
assumptions of this theorem as the same as the
assumptions of Theorem 2 proved in [2] and the
formula (10) is equivalent with the formula (12) from
[2], then after considering Definition 4, we conclude
that this theorem is valid.

From the above theorem, as a particular case for the
system composed of components with identical
reliability, we immediately get the following corollary.

Corollary 1. If components of the ageing consecutive
“ k  out of n : F” system are independent and have
identical reliability functions, i.e.

),,(),( utRutRi = ),(),( utFutFi =  for ),,0 ∞∈<t
 u = 1,2,...,z, ni ,...,2,1= ,

then the reliability function of this system is given by

),(, ⋅tnkR = [1, ),1,(, tnkR ),2,(, tnkR  ..., ),(, ztnkR ],

where


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for ),,0 ∞∈<t  u = 1,2,...,z.
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From Corollary 1, in a particular case, substituting
2=k  in (11), we get:

- for 1=n

),(1,2 ⋅tR = [1, ),1,(1,2 tR ),2,(1,2 tR  ..., ),(1,2 ztR ],   (12)

where

1),(1,2 =utR  for ),,0 ∞∈<t ,,...,2,1 zu =            (13)

- for 2=n

),(2,2 ⋅tR = [1, ),1,(2,2 tR ),2,(2,2 tR  ..., ),(2,2 ztR ], (14)

where

),(1),( 2
2,2 utFut −=R  for ),,0 ∞∈<t                 (15)

,,...,2,1 zu =

- for 3≥n

),(,2 ⋅tnR = [1, ),1,(,2 tnR ),2,(,2 tnR  ..., ),(,2 ztnR ], (16)

where

),(,2 utnR ),( utR= ),(1,2 utn−R

),(),( utFutR+ ),(2,2 utn−R  for ),,0 ∞∈<t           (17)
.,...,2,1 zu =

4. Application
Example 1. Let us consider the steel cover
composed of 24=n  arranged identical sheets

2421 ,...,, EEE . We assume that ,4=z  i.e. the cover
and the sheets it is composed of may be in the one
of the reliability states from the set }.4,3,2,1,0{  The
cover is out of the reliability state subset

}4,...,1,{ +uu  if at least 2=k  of its neighbouring
sheets is out of this reliability state subset. If the
considered steel cover critical reliability state is

2=r , then this steel cover is failed if at least 2
neighbouring sheets from 24 sheets are out of the
reliability state subset }.4,3,2{  Thus, the
considered steel cover is a five-state ageing
consecutive “2 out of 24: F” system, and
according to (16)-(17), its the reliability function
is given by

),(24,2 ⋅tR =

   [1, ),1,(24,2 tR ),2,(24,2 tR ),3,(24,2 tR )4,(24,2 tR ],   (18)

where

),(24,2 utR ),( utR= ),(23,2 utR

),(),( utFutR+ ),(22,2 utR  for ),,0 ∞∈<t             (19)
.4,3,2,1=u

In the particular case when the lifetimes )(uTi ,
,4,3,2,1=u  of the sheets ,iE ,5,4,3,2,1=i  in  the

reliability state subsets have Weibull distributions of
the form

2)(1),( tueutF λ−−=  for ,0≥t ,4,3,2,1=u

where

,01.0)1( =λ ,02.0)2( =λ ,05.0)3( =λ ,10.0)4( =λ

i.e. if the reliability function of the sheets ,iE
,5,4,3,2,1=i  is given by

R(t , ⋅ ) = [1,R(t,1), R(t,2), R(t,3), R(t,4)], t ∈ <0,∞),

where

,)1,(
201.0 tetR −= ,)2,(

202.0 tetR −= ,)3,(
205.0 tetR −=

210.0)4,( tetR −=  for ,0≥t

considering (12)-(19), we get the following recurrent
formula for the cover reliability

),(24,2 ⋅tR =

   [1, ),1,(24,2 tR ),2,(24,2 tR ),3,(24,2 tR )4,(24,2 tR ],   (20)

where

- )1,(24,2 tR  is determined by the formulae

1)1,(1,2 =tR  for ),,0 ∞∈<t                                    (21)

−=1)1,(2,2 tR 201.0 ]1[
2te−−  for ),,0 ∞∈<t           (22)

)1,(,2 tnR
201.0 te−= )1,(1,2 tn−R
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201.0 te−+ ]1[
201.0 te −− )1,(2,2 tn−R  for ),,0 ∞∈<t  (23)

,24,...,4,3=n

- )2,(24,2 tR  is determined by the formulae

1)2,(1,2 =tR  for ),,0 ∞∈<t                                   (24)

−= 1)2,(2,2 tR 202.0 ]1[
2te−−  for ),,0 ∞∈<t          (25)

)2,(,2 tnR
202.0 te−= )2,(1,2 tn−R

202.0 te−+ ]1[
202.0 te −− )2,(2,2 tn−R  for ),,0 ∞∈<t (26)

,24,...,4,3=n

- )3,(24,2 tR  is determined by the formulae

1)3,(1,2 =tR  for ),,0 ∞∈<t                                   (27)

−= 1)3,(2,2 tR 205.0 ]1[
2te−−  for ),,0 ∞∈<t          (28)

)3,(,2 tnR
205.0 te−= )3,(1,2 tn−R

205.0 te−+ ]1[
205.0 te −− )3,(2,2 tn−R  for ),,0 ∞∈<t  (29)

,24,...,4,3=n

- )4,(24,2 tR  is determined by the formulae

1)4,(1,2 =tR  for ),,0 ∞∈<t                                   (30)

−= 1)4,(2,2 tR 210.0 ]1[
2te−−  for ),,0 ∞∈<t          (31)

)4,(,2 tnR
210.0 te−= )4,(1,2 tn−R

210.0 te−+ ]1[
210.0 te −− )4,(2,2 tn−R  for ),,0 ∞∈<t (32)

.24,...,4,3=n
The values of the particular vector components of the

multi-state reliability function of the steel cover given
by (20), calculated by the computer programme based
on the formulae (21)-(32), are presented in the Tables
1-4 and illustrated in Figure 1. As earlier we have
assumed that 2=r  is the cover critical reliability state,
then according to (8) and (26) its risk function is given
by

   r(t) = 1 - )2,(24,2 tR
202.01 te−−= )2,(23,2 tR

202.0 te−− ]1[
202.0 te −− )2,(22,2 tR  for ).,0 ∞∈<t    (33)

The values of the steel cover risk function are given in
Table 5 and illustrated in Figure 2.

Table 1. The values of the steel cover multi-state
reliability function vector component 1=u

t )1,(24,2 tR t2 )1,(24,2 tR
0.0 1.0000 0.0000
1.0 0.9978 1.9955
2.0 0.9664 3.8657
3.0 0.8531 5.1183
4.0 0.6362 5.0889
5.0 0.3750 3.7499
6.0 0.1664 1.9957
7.0 0.0538 0.7534
8.0 0.0125 0.2001
9.0 0.0021 0.0374
10.0 0.0002 0.0049

Table 2. The values of the steel cover multi-state
reliability function vector component 2=u

t )2,(24,2 tR t2 )2,(24,2 tR
0.0 1.0000 0.0000
0.5 0.9994 0.9994
1.0 0.9912 1.9824
1.5 0.9580 2.8742
2.0 0.8802 3.5207
2.5 0.7479 3.7398
3.0 0.5731 3.4388
3.5 0.3876 2.7131
4.0 0.2275 1.8200
4.5 0.1145 1.0307
5.0 0.0491 0.4905
5.5 0.0178 0.1958
6.0 0.0055 0.0655
6.5 0.0014 0.0184
7.0 0.0003      0.0044

Table 3 The values of the steel cover multi-state
reliability function vector component 3=u

t )3,(24,2 tR t2 )3,(24,2 tR
0.0 1,0000 0,0000
0.2 0.9999 0.3999
0.4 0.9986 0.7988
0.6 0.9928 1.1914
0.8 0.9781 1.5649
1.0 0.9489 1.8978
1.2 0.9005 2.1613
1.4 0.8302 2.3246
1.6 0.7385 2.3632
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1.8 0.6299 2.2675
2.0 0.5122 2.0489
2.2 0.3953 1.7392
2.4 0.2883 1.3837
2.6 0.1980 1.0298
2.8 0.1278 0.7158
3.0 0.0774 0.4642
3.2 0.0438 0.2806
3.4 0.0233 0.1581
3.6 0.0115 0.0830
3.8 0.0053 0.0406
4.0 0.0023 0.0185

Table 4. The values of the steel cover multi-state
reliability function vector component 4=u

t )4,(24,2 tR t2 )4,(24,2 tR
0.0 1.0000 0.0000
0.1 0.9999 0.0399
0.2 0.9996 0.1599
0.3 0.9982 0.3593
0.4 0.9943 0.6364
0.5 0.9864 0.9864
0.6 0.9725 1.4004
0.7 0.9508 1.8636
0.8 0.9195 2.3540
0.9 0.8775 2.8433
1.0 0.8244 3.2975
1.1 0.7605 1.6731
1.2 0.6875 1.6499
1.3 0.6076 1.5799
1.4 0.5242 1.4677
1.5 0.4406 1.3217
1.6 0.3602 1.1528
1.7 0.2862 0.9731
1.8 0.2207 0.7944
1.9 0.1650 0.6269
2.0 0.1195 0.4779
2.1 0.0838 0.3519
2.2 0.0569 0.2502
2.3 0.0373 0.1718
2.4 0.0237 0.1138
2.5 0.0146 0.0728
2.6 0.0086 0.0450
2.7 0.0050 0.0268
2.8 0.0028 0.0154
2.9 0.0015 0.0086
3.0 0.0008 0.0046

u=1
u=2

u=3
u=4

0

0.2

0.4

0.6

0.8

1

0 2 4 6 8 10
t

R2,24(t,u)

Figure 1. The graphs of the steel cover multi-state
reliability function vector components

Table 5. The values of the steel cover multi-state
reliability function vector component 2=u  and its risk
function

t )2,(24,2 tR r(t) = 1- )2,(24,2 tR
0.0 1.0000 0.0000
0.5 0.9994 0.0006
1.0 0.9912 0.0088
1.5 0.9581 0.0419
2.0 0.8802 0.1198
2.5 0.7480 0.2520
3.0 0.5731 0.4269
3.5 0.3876 0.6124
4.0 0.2275 0.7725
4.5 0.1145 0.8855
5.0 0.0490 0.9510
5.5 0.0178 0.9822
6.0 0.0055 0.9945
6.5 0.0014 0.9986
7.0 0.0003 0.9997
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0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

0 2 4 6 8
t

r(t)

Figure 2. The graphs of the steel cover risk function

Using the values given in these Tables 1-4, the
formulae (3)-(7) and numerical integration we find:
- the mean values of the cover lifetimes in the
reliability state subsets

)]1([)1( 24,2TEM = ∫=
∞

0
R2,24(t,1)dt ≅ 4.5634,

)]2([)2( 24,2TEM = ∫=
∞

0
R2,24(t,2)dt ≅ 3.2268,

)]3([)3( 24,2TEM = ∫=
∞

0
R2,24(t,3)dt ≅ 2.0408,

)]4([)4( 24,2TEM = ∫=
∞

0
R2,24(t,4)dt ≅ 1.4431,

- the second ordinary moments of the cover lifetimes in
the reliability state subsets

== )]1([)1( 2
24,2TEN ∫

∞

0
2 t R2,24(t,1)dt ≅ 22.9715,

== )]2([)2( 2
24,2TEN ∫

∞

0
2 t R2,24(t,2)dt ≅ 11.4879,

== )]3([)3( 2
24,2TEN ∫

∞

0
2 t R2,24(t,3)dt ≅ 4.5944,

== )]4([)4( 2
24,2TEN ∫

∞

0
2 t R2,24(t,4)dt ≅ 2.2967,

- the standard deviations of the cover lifetimes in the
reliability state subsets

≅−= 2)]1([)1()1( MNσ  1.4651,

≅−= 2)]2([)2()2( MNσ  1.0370,

≅−= 2)]3([)3()3( MNσ  0.6553,

≅−= 2)]4([)4()4( MNσ  0.4628,

- the mean values of the cover lifetimes in the
reliability particular states

≅−= )2()1()1( MMM 4.5634 - 3.2268 = 1.3366,

≅−= )3()2()2( MMM 3.2268 - 2.0408 = 1.1860,

≅−= )4()3()3( MMM 2.0408 - 1.4431 = 0.5977,

≅= )4()4( MM 1.4431.

Using the values given in these Tables 5 and the
formula (9) we find the approximate value of the
moment when the system risk function exceeds an
exemplary permitted level δ = 0.05, namely

=τ r ≅− )05.0(1  1.58.

5. Conclusion
Two recurrent formulae for multi-state reliability
functions, a general one for non-homogeneous and its
simplified form for homogeneous multi-state
consecutive “ k  out of n : F” systems composed of
ageing components have been proposed. The formulae
for multi-state reliability function of a homogeneous
multi-state consecutive “ k  out of n : F” system has
been applied to reliability evaluation of the steel cover
composed of ageing components. The considered steel
cover was a five-state ageing consecutive “2 out of 24:
F” system composed of components with Weibull
reliability functions. On the basis of the recurrent
formula for steel cover multi-state reliability function
the approximate values of its vector components have
been calculated and presented in tables and illustrated
graphically. On the basis of these vales the mean
values and standard deviations of the steel cover
lifetimes in the reliability state subsets and the mean
values of the steel cover lifetimes in particular
reliability states have been estimated. Moreover, the
cover risk function and the moment when the risk
function exceeds the permitted risk level have been
determined.
The input structural and reliability data of the
considered steel cover have been assumed arbitrarily
and therefore the obtained its reliability characteristics
evaluations should be only treated as an illustration of
the possibilities of the proposed methods and solutions.
The proposed methods and solutions and the software
are general and they may be applied to any multi-state
consecutive “k out of n: F” system of ageing
components.
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1. Introduction
One important research area in reliability engineering
is studying various maintenance policies. Maintenance
can be classified by two major categories: corrective
and preventive. Corrective maintenance is any
maintenance that occurs when the system is failed.
Some authors refer to corrective maintenance as repair
and we will use this approach in this paper. Preventive
maintenance is any maintenance that occurs when
system is not failed.
A common measure used to describe the reliability
characteristics of a repairable system is mean time
between failures (MTBF). In most repairable systems,
preventive maintenance used to reduce system failure
frequency and hence increase the MTBF. It is easy that
MTBF is the mean time to a repair service or an age
replacement.
The MTBF for a system that has periodic maintenance
at a time t can be described by [1], [10]:

)t(F

ds)s(R

MTBF

t

∫
= 0 .  (1)

In paper [1], [10] an approximation to MTBF is
provided. Moreover in [10] is proved that

)t(F
tMTBF

)t(F
)t(tR

≤≤ ,

and for increasing failure rate on average (IFRA) class
of distributions in [1] the following relation by
proposed

)t(F
tMTBF

)t(Rln(
t

≤≤− .

In this paper, we propose an approximation to MTBF
for wide class than IFRA. The equality (1) can be a
basis to introduction a new class of ageing distributions
(see [7], [8]).
Let us assumption the following notation

   M (t) =
MTBF

1 .

The case when M(t) is monotonic was considered by
Barlow and Campo [2], Marshall and Proschan [9],
Klefsjö [5] and Knopik [7], [8].

Definition 1. The lifetime T belongs to the class (mean
time to failure or replacement) MTFR, if the function
M (t) is non-decreasing for t })t(F:t{ 0>∈ .
It has been shown in Barlow [2] and Klefsjö [5] that

   IFR ⊂ MTFR ⊂ NBUE,

where IFR is increasing failure rate class, NBUE is
new better than used in expectation class.
For absolutely continuous in [2] and for any random
variable in [8] it has been proved, that

Knopik Leszek
University of Technology and Agriculture, Bydgoszcz, Poland

Some remarks on mean time between failures of repairable systems

Keywords
age replacement, increasing failure rate on average, mean time between failures, mean time between failures or
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Abstract
This paper describes a simple technique for approximating the mean time between failures (MTBF) of a system
that has periodic maintenance at regular intervals. We propose an approximation of MTBF for vide range of
systems than IFRA class of distributions.
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   IFRA ⊂ MTFR,

where IFRA is increasing failure rate on average class
of distributions. Preservation of life distribution classes
under reliability operations has been studied in [7], [8].
The class MTFR is closed under the operations:
(a) formation of a parallel system for absolutely

continuous random variables,
(b) formation of series system with identically

distributed and absolutely continuous random
variables,

(c)  weak convergence of distributions,
(d)  convolution.
In this paper we propose new approximation and
bounds, applicable for a wide range of systems. It is
MTFR class of distributions, such that MTBF is non-
increasing. The class MTFR contains distributions with
unimodal failure rate function. We analyze special case
of distribution with MTBF non-increasing as mixture
of an exponential distribution and Rayleigh’s
distributions. This distribution has unimodal failure
rate function. However, it is not easy to obtain
distribution from mixtures with unimodal failure rate
function [12]. The mixtures of two increasing linear
failures rate functions were studied in [4]. In [4]
showed that a mixture of two distributions with
increasing linear failure rate functions does not give
distributions with unimodal failure rate function.
In section 2, we introduce the proposed model of
mixture and we estimate their parameters for an
example of lifetime data [11]. In section 3 we propose
a simple approximation of to MTBF for lifetime
distributions with MTBF non-increasing.

2. Mixture of distributions
We consider a mixture of two lifetimes X1 and X2 with
densities f1(t), f2(t), reliability functions R1(t), R2(t),
failure rate functions r1(t), r2(t) and weights p and
q=1– p, where  0 < p < 1. The mixed density is then
written as

)t(f)p()t(pf)t(f 21 1 −+=

and the mixed reliability function is

   R (t) =pR1 (t) + (1-p)R2 (t).

The failure rate function of the mixture can be written
as the mixture

   r(t)= (t ) r1(t)+[1 – (t)] r2(t),

where (t)=pR1(t)/R(t).
Moreover, from [3], we have under some mild
conditions, that

)}t(r),t(rmin{lim)t(rlim
tt 21

∞→∞→
= .

In the following propositions, we give some properties
for the mixture failure rate function.

Proposition 1. For the first derivative of  (t), we have

   ’(t) = (t)[1 – (t)][r2(t) – r1(t)].

Proposition 2. For the first derivative of r(t), we have

   r’(t)=[1– (t)]( – (t)(r2(t) – r1(t))2+r’2(t)

          + (t)r’1(t).

Proposition 3. If X1 is exponentially distributed with
parameter , then

    r’(t)=[1 – (t)](– (t)(r2(t) – )2+r’2(t)).

We suppose that r2(t) = t, where >0. Consequently,
the reliability function of X2 is the reliability function
of Rayleigh’s distribution of the form

    R2 (t) =exp { }t 2

2
α

− for t 0.

Proposition 4. If 2 , then r (t) is unimodal.

Proof. By Proposition 1, we conclude that  (t) is
decreasing for t ∈ (0, t1), where t1 = and is
increasing for t ∈ (t1, ). Hence, if t < t1, then

(t)(r2(t) – )2 is decreasing from  p 2<  to 0, and  if  t
>  t1 then (t)(r2(t) – )2 is increasing from  0 to .
Thus the equation  (t) (r2(t) – )2 =   has only one
solution t2 and r (t) is increasing for t  <  t2 and
decreasing for t  >  t2.

Proposition 5. If 2 > , then there exist t3, and t4, t3
< t1 < t4, such that r (t) decreases in (0, t3), increases in
(t3, t4) and decreases in (t4, ).

Proof. Let h(t)=  – (t)(r2(t) – )2. It is easy to find
that h(0)=  – p 2<0,  h(t1)= , h( )=– .
The function h(t) is increasing from h(0) < 0 to
h(t1)= >0, and is decreasing from h(t1)= >0 to
h( )=– .
Thus, there exist t3 and t4, 0<t3<t1<t4 such that r (t)
decreases on (0, t3), increases in (t3, t4) and decreases in
(t4, ). This completes the proof.

Example 1.  In this example we consider a real life
time data from the [11]. We estimate the parameters p,

, of the model with reliability function

   R (t) = p exp (– t) + (1 – p) exp (– 0,5 t2) for x  0.
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By maximizing the logarithm of likelihood function for
grouped data, we calculate p = 0.643316,

 = 0.001284,  = 0.0288. For these values of
parameters, we prove Pearson’s test of fit and compute

2= 0.68. By Proposition 4, we conclude that r (t) is
unimodal.

3. Bounds and Approximation
In this section we cover some of the well known
bounds and approximations to the MTBF.
By the inequality

∫ ≤
t

}ET,tmin{ds)s(R
0

,

where ET is the mean value of T, we obtain the upper
bound for MTBF:

}ET,tmin{
)t(F

MTBFU
1

= .

In [1] for MTBF proposed is the following average
approximation

)t(F
)t(RtMTBFA

+
=

1
2

.

Proposition 6.  If f (t) is unimodal, then these exist t1
such that MTBFA is a lower bound of MTBF for t ∈
<0, t1) and it is an upper bound of MTBF for t ∈(t1, )

Proof. We consider the difference

)t(F
)t(Rt

)t(F

ds)s(R

)t(g

t

1
2

0 +
−=

∫

and

   g1(t) = ∫ +−
t

))t(R(tdt)t(R
0

1
2
1 .

It is easy to find that g1(0) = 0, g1(+ ) = – . The first
derivative of g’1(t) is

   g’1(t) = )t(F)t(tf[ −
2
1 ].

If f (t) is decreasing then g’1(t) <  0  and  MTBFA is  a
lower bound for MTBF.

If f (t) is unimodal then exists tm and t1 such that f’(tm)
=0, tm<t1 and g(t) 0 for t ∈(0,t1), g(t) 0 for t∈(t1, ).

Proposition 7. If T ∈MTFR, then

   MTBF 
)t(r

1 for t > 0.

Proof. By Definition 1, if M (t) is non-decreasing, then
we have

0

0

2

0 ≥

−

=

∫

∫
t

t

)ds)s(R(

)t(R)t(Fds)s(R)t(f

)]'t(M[

and

)t(r
MTBFMTBF L

1
=≥ for t∈{t: r (t)>0}.

Proposition 8. If the lifetime T has unimodal failure
rate function r (t), then T ∈ MTFR if and only if
r( ) ET – 1  0.

Proof. Let

 h (t) = r (t) ∫
t

ds)s(R
0

 – F (t).

It is easy to show that  h (0) = 0 and
 h ( ) = r ( ) ET – 1.
The first derivative of h (t) is

  h’ (t) = r’ (t) ∫
t

ds)s(R
0

.

If r (t) is increasing, then h (t) is increasing and if r (t)
is decreasing, then h (t) is decreasing. This completes
the proof.

Example 2. Consider the system with failure rate
function proposed in Example 1. The exact and
approximate results for MTBF are shown in Table 1
for varying R (t) with the corresponding t. The results
show that the average approximation MTBFA is greater
than MTBF. For this data, we compute ET = 34.81 and
ET – 1  0 and by Proposition 8 we obtain that T ∈

MTFR.
Table 1. The values of the exact and approximate
MTBF of lifetime data
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R(t) t MTBF MTBFU MTBFL MTBFA
0.99999
0.9999
0.999
0,99
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

0.00054
0.0054
0.05398
0.54031
5.43971
10.9261
16.4696
22.1619
29.1751
34.8007
42.5854
52.8174
70.2655

53.97
53.97
53.95
53.76
51.67
49.15
46.62
44.21
41.98
39.94
38.11
36.50
35.23

53.97
53.97
53.98
54.03
54.40
54.63
54.90
55.40
56.35
58.00
49.73
43.51
38.68

53.97
53.97
53.93
53.55
49.22
44.05
39.17
34.90
34.81
34.81
34.81
34.81
34.81

53.97
53.97
53.95
53.76
51.68
49.17
46.66
44.32
42.26
40.60
39.54
39.61
42.94

4. Conclusion
In this paper we show that, from a practical point view,
the unimodal failure rate model can be obtained from a
mixture of two common IFR models. This model is
flexibility. Practical relevance and applicability have
been demonstrated using well known data. In this
paper a simple approximation of the MTBF of systems
subjected to periodic maintenance has been proposed
as well.
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1. Introduction
Many technical systems belong to the class of complex
systems as a result of the large number of components
they are built of and their complicated operating
processes. As a rule these are series systems composed
of large number of components. Sometimes the series
systems have either components or subsystems
reserved and then they become parallel-series or series-
parallel reliability structures. We meet large series
systems, for instance, in piping transportation of water,
gas, oil and various chemical substances. Large
systems of these kinds are also used in electrical
energy distribution. A city bus transportation system
composed of a number of communication lines each
serviced by one bus may be a model series system, if
we treat it as not failed, when all its lines are able to
transport passengers. If the communication lines have
at their disposal several buses we may consider it as
either a parallel-series system or an “m out of n”
system. The simplest example of a parallel system or
an  “m out of n” system may be an electrical cable
composed of a number of wires, which are its basic
components, whereas the transmitting electrical
network may be either a parallel-series system or an
“m out of n”-series system. Large systems of these

types are also used in telecommunication, in rope
transportation and in transport using belt conveyers
and elevators. Rope transportation systems like port
elevators and ship-rope elevators used in shipyards
during ship docking are model examples of series-
parallel and parallel-series systems.
In the case of large systems, the determination of the
exact reliability functions of the systems leads us to
complicated formulae that are often useless for
reliability practitioners. One of the important
techniques in this situation is the asymptotic approach
to system reliability evaluation. In this approach,
instead of the preliminary complex formula for the
system reliability function, after assuming that the
number of system components tends to infinity and
finding the limit reliability of the system, we obtain its
simplified form.
The mathematical methods used in the asymptotic
approach to the system reliability analysis of large
systems are based on limit theorems on order statistics
distributions, considered in very wide literature, for
instance in [4]-[5], [7], [12]. These theorems have
generated the investigation concerned with limit
reliability functions of the systems composed of two-
state components. The main and fundamental results
on this subject that determine the three-element classes
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Maritime University, Gdynia, Poland
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Abstract
The paper is concerned with the application of limit reliability functions to the reliability evaluation of large
systems. Two-state large non-repaired systems composed of independent components are considered. The
asymptotic approach to the system reliability investigation and the system limit reliability function are defined.
Two-state homogeneous series, parallel and series-parallel systems are defined and their exact reliability functions
are determined. The classes of limit reliability functions of these systems are presented. The results of the
investigation concerned with domains of attraction for the limit reliability functions of the considered
systems and the investigation concerned with the reliability of large hierarchical systems as well are
discussed in the paper. The paper contains exemplary applications of the presented facts to the reliability
evaluation of large technical systems.



K.Ko owrocki     Reliability modelling of complex systems-Part 1    -    RTA # 3-4, 2007, December  -  Special Issue

- 117 -

of limit reliability functions for homogeneous series
systems and for homogeneous parallel systems have
been established by Gniedenko in [6]. These results are
also presented, sometimes with different proofs, for
instance in subsequent works [1], [8]. The
generalizations of these results for homogeneous “m
out of n” systems have been formulated and proved by
Smirnow in [13], where the seven-element class of
possible limit reliability functions for these systems
has been fixed. As it has been done for homogeneous
series and parallel systems classes of limit reliability
functions have been fixed by Chernoff and Teicher in
[2] for homogeneous series-parallel and parallel-series
systems. Their results were concerned with so-called
“quadratic” systems only. They have fixed limit
reliability functions for the homogeneous series-
parallel systems with the number of series subsystems
equal to the number of components in these
subsystems, and for the homogeneous parallel-series
systems with the number of parallel subsystems equal
to the number of components in these subsystems.
Kolowrocki has generalized their results for non-
“quadratic” and non-homogeneous series-parallel and
parallel-series systems in [8]. These all results may
also be found for instance in [9].
The results concerned with the asymptotic approach
to system reliability analysis have become the basis
for the investigation concerned with domains of
attraction ([9], [11]) for the limit reliability functions
of the considered systems and the investigation
concerned with the reliability of large hierarchical
systems as well ([3], [9]). Domains of attraction for
limit reliability functions of two-state systems are
introduced. They are understood as the conditions
that the reliability functions of the particular
components of the system have to satisfy in order
that the system limit reliability function is one of the
limit reliability functions from the previously fixed
class for this system. Exemplary theorems concerned
with domains of attraction for limit reliability
functions of homogeneous series systems are
presented here and the application of one of them is
illustrated. Hierarchical series-parallel and parallel-
series systems of any order are defined, their
reliability functions are determined and limit
theorems on their reliability functions are applied to
reliability evaluation of exemplary hierarchical
systems of order two.
All the results so far described have been obtained
under the linear normalization of the system lifetimes.
The paper contains the results described above and
comments on their newest generalizations recently
presented in [9].

2. Reliability of two-state systems
We assume that

Ei, i = 1,2,...,n, n ∈N,

are two-state components of the system having
reliability functions

Ri(t) = P(Ti  > t), ),,( ∞−∞∈t

where

Ti, i = 1,2,...,n,

are independent random variables representing the
lifetimes of components Ei with distribution functions

   Fi(t) = P(Ti ≤ t), ).,( ∞−∞∈t

The simplest two-state reliability structures are series
and parallel systems. We define these systems first.

Definition 1. We call a two-state system series if its
lifetime T is given by

   T = }.{min
1 ini

T
≤≤

The scheme of a series system is given in Figure 1.

Figure 1. The scheme of a series system

Definition 1 means that the series system is not failed if
and only if all its components are not failed, and
therefore its reliability function is given by

)(tnR  = ∏
=

n

i
i tR

1
)( , ).,( ∞−∞∈t                                 (1)

Definition 2. We call a two-state system parallel if its
lifetime T is given by

   T = }.{max
1 ini

T
≤≤

The scheme of a parallel system is given in Figure 2.

Figure 2. The scheme of a parallel system

E1 E2 En.    .    .
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Definition 2 means that the parallel system is failed if
and only if all its components are failed and therefore
its reliability function is given by

   Rn(t) = 1 ∏−
=

n

i
i tF

1
)( , ).,( ∞−∞∈t                              (2)

Another basic, a bit more complex, two-state reliability
structure is a series-parallel system. To define it, we
assume that

Eij, i = 1,2,...,kn, j = 1,2,...,li, kn, l1, l2,..., nkl ∈N,

are two-state components of the system having
reliability functions

Rij(t) = P(Tij  > t), ),,( ∞−∞∈t

where

Tij, i = 1,2,...,kn, j = 1,2,...,li,

are independent random variables representing the
lifetimes of components Eij with distribution functions

Fij(t) = P(Tij ≤ t), ).,( ∞−∞∈t

Definition 3. We call a two-state system series-parallel
if its lifetime T is given by

T = }.{min{max
11 ijljki

T
in ≤≤≤≤

By joining the formulae (1) and (2) for the reliability
functions of two-state series and parallel systems it is
easy to conclude that the reliability function of the
two-state series-parallel system is given by

R )(,...,,, 21
t

nkn lllk  = ∏∏ −−
==

in l

j
ij

k

i
tR

11
)](1[1 , ),,( ∞−∞∈t  (3)

where kn is the number of series subsystems linked in
parallel and li are the numbers of components in the
series subsystems.

Definition 4. We call a two-state series-parallel system
regular if

   l1 = l2 = . . . =
nkl = ln, ln ∈N,

i.e. if the numbers of components in its series
subsystems are equal.

The scheme of a regular series-parallel system is given
in Figure 3.

.     .     .     .     .     .     .     .     .     .     .     .

.     .     .     .     .     .     .     .     .     .     .     .

.     .     .     .     .     .     .     .     .     .     .     .

.  .  .E 11 E 21 E
nl1

.  .  .E21 E 22 E
nl2

E 1kn
E 2kn

.  .  .
nn lkE

Figure 3. The scheme of a regular series-parallel
system

Definition 5. We call a two-state system homogeneous
if its component lifetimes have an identical distribution
function ),(tF i.e. if its components have the same
reliability function

),(1)( tFtR −= ).,( ∞−∞∈t

The above definition and equations (1)-(3) result in the
simplified formulae for the reliability functions of the
homogeneous systems stated in the following
corollary.

Corollary 1. The reliability function of the
homogeneous two-state system is given by

- for a series system

)(tnR = [R(t)]n, ),,( ∞−∞∈t                                    (4)

- for a parallel system

   Rn(t) = ,)]([1 ntF− ),,( ∞−∞∈t                              (5)

- for a regular series-parallel system

   R )(, t
nn lk  = ,])]([1[1 nn kltR−− ).,( ∞−∞∈t             (6)

En

E2

E1

.

.

.
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3. Asymptotic approach to system reliability
The asymptotic approach to the reliability of two-state
systems depends on the investigation of limit
distributions of a standardized random variable

,/)( nn abT −

where T is the lifetime of a system and an >  0  and
),( ∞−∞∈nb  are suitably chosen numbers called

normalizing constants.
Since

)()/)(( nnnn btaTPtabTP +>=>− = Rn(ant + bn),

where Rn(t) is a reliability function of a system
composed of n components, then the following
definition becomes natural.

Definition 6. We call a reliability function ℜ(t) the
limit reliability function of a system having a reliability
function Rn(t) if there exist normalizing constants an >
0, bn ∈ (-∞, ∞) such that

∞→n
lim Rn(ant + bn) = ℜ(t) for t ∈Cℜ,

where Cℜ  is the set of continuity points of ℜ(t).

Thus, if the asymptotic reliability function ℜ(t) of a
system is known, then for sufficiently large n, the
approximate formula

   Rn(t) ≅ ℜ( )( nbt − /an), ).,( ∞−∞∈t                         (7)

may be used instead of the system exact reliability
function Rn(t).

3.1. Reliability of large two-state series systems
The investigations of limit reliability functions of
homogeneous two-state series systems are based on the
following auxiliary theorem.

Lemma 1. If
  (i) )](exp[)( tVt −=ℜ  is a non-degenerate
reliability function,
 (ii) )(tnR  is the reliability function of a homogeneous
two-state series system defined by (4),
(iii) ,0>na ),,( ∞−∞∈nb
 then

∞→n
lim nR (ant + bn) = )(tℜ  for t ∈ ℜC

if and only if

∞→n
lim nF(ant + bn) = )(tV  for t ∈ VC

Proof. The proof may be found in [1], [6], [8].

Lemma 1 is an essential tool in finding limit reliability
functions of two-state series systems. It also is the
basis for fixing the class of all possible limit reliability
functions of these systems. This class is determined by
the following theorem.

Theorem 1. The only non-degenerate limit reliability
functions of the homogeneous two-state series system
are:

)(1 tℜ  = ])(exp[ α−−− t  for t < 0,

)(1 tℜ = 0 for t ≥ 0, α > 0;

)(2 tℜ  = 1 for t < 0,

)(2 tℜ  = ]exp[ αt−  for t ≥ 0, α > 0;

)(3 tℜ = ]]exp[exp[ t−  for ).,( ∞−∞∈t

Proof. The proof may be found in [1], [6], [8].

3.2. Reliability of large two-state parallel
systems
The class of limit reliability functions for
homogeneous two-state parallel systems may be
determined on the basis of the following auxiliary
theorem.

Lemma 2. If
   (i) ℜ(t)  = )](exp[1 tV−−  is a non-degenerate
reliability function,
(ii) Rn(t) is the reliability function of a homogeneous

two-state parallel system defined by (5),
 (iii) ,0>na ),,( ∞−∞∈nb
then

∞→n
lim Rn(ant + bn) = ℜ(t) for t ∈ ℜC ,

if and only if

∞→n
lim nR(ant + bn) = V(t) for t ∈ VC .

Proof. The proof may be found in [1], [6], [8].

By applying Lemma 2 it is possible to fix the class of
limit reliability functions for homogeneous two-state
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parallel systems. However, it is easier to obtain this
result using the duality property of parallel and series
systems expressed in the relationship

Rn(t) = )(1 tn −− R for ),,( ∞−∞∈t

that results in the following lemma, [1], [6], [8]-[9].

Lemma 3. If )(tℜ  is the limit reliability function of a
homogeneous two-state series system with reliability
functions of particular components ),(tR  then

ℜ(t) = 1 )( t−− ℜ  for t ∈ ℜC

is the limit reliability function of a homogeneous two-
state parallel system with reliability functions of
particular components

)(1)( tRtR −−=  for .RCt ∈

At the same time, if )( , nn ba  is a pair of normalizing
constants in the first case, then )( , nn ba −  is such a pair
in the second case.
The application of Lemma 3 and Theorem 1 yields the
following result.

Theorem 2. The only non-degenerate limit reliability
functions of the homogeneous parallel system are:

ℜ1(t) = 1 for t ≤ 0,

ℜ1(t) = 1 − exp[−t−α] for t > 0, α > 0;

ℜ2(t) = 1 − exp[−(−t)α] for t < 0,

ℜ2(t) = 0 for t ≥ 0, α > 0;

ℜ3(t) = 1 − exp[−exp[−t]] for t ∈ (−∞,∞).

Proof. The proof may be found in [1], [6], [8].

3.3. Reliability evaluation of large two-state
series-parallel systems
The proofs of the theorems on limit reliability
functions for homogeneous regular series-parallel
systems and methods of finding such functions for
individual systems are based on the following essential
lemmas.
Lemma 4. If
  (i) kn → ∞,
  (ii) ℜ(t)  =  1 − exp[−V(t)] is a non-degenerate
reliability function,

(iii) R
nn lk , (t) is the reliability function of a

homogeneous regular two-state series-parallel system
defined by (6),

  (iv) an > 0, bn ∈ (−∞,∞),
then

∞→n
lim R

nn lk , (ant + bn) = ℜ(t) for t ∈ ℜC

if and only if

∞→n
lim kn[R(ant + bn) nl]  = V(t) for t ∈ VC .

Proof. The proof may be found in [8].

Lemma 5. If
 (i) kn → k, 0>k , ln → ∞,

  (ii) ℜ(t) is a non-degenerate reliability function,
(iii) R

nn lk , (t) is the reliability function of a
homogeneous regular two-state series-parallel system
defined by (6),

  (iv) an > 0, bn ∈ (−∞,∞),
then

∞→n
lim R

nn lk , (ant + bn) = ℜ(t) for t ∈ ℜC ,

if and only if

∞→n
lim [R(ant + bn) nl]  = ℜ0(t) for t ∈

0ℜC ,

where ℜ0(t) is a non-degenerate reliability function and
moreover

ℜ(t) = 1 − [1 − ℜ0(t)]k for t ∈ (−∞,∞).

Proof. The proof may be found in [8].

The types of limit reliability functions of a series-
parallel system depend on the system shape [7], i.e. on
the relationships between the number kn of its series
subsystems linked in parallel and the number ln of
components in its series subsystems. The results based
on Lemma 4 and Lemma 5 may be formulated in the
form of the following theorem.

Theorem 3. The only non-degenerate limit reliability
functions of the homogeneous regular two-state series-
parallel system are:
Case 1. kn = n, ln − c log n >> s, s > 0, c > 0.

ℜ1(t) = 1 for t ≤ 0,
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ℜ1(t) = 1 − exp[ α−− t ] for t > 0, α > 0;

ℜ2(t) = 1 − exp[− (−t)α] for t < 0,

ℜ2(t) = 0 for t ≥ 0, α > 0;

ℜ3(t) = 1 − exp[−exp[−t]] for t ∈ (−∞,∞);

Case 2. kn = n, ln − c log n ≈ s, s ∈ (−∞,∞), c > 0.

ℜ4(t) = 1 for t < 0,

ℜ4(t) = 1 - exp[−exp[−tα − s/c]] for t ≥ 0, α > 0;

ℜ5(t) = 1 − exp[−exp[(−t)α − s/c]] for t < 0,

ℜ5(t) = 0 for t ≥ 0, α > 0;

ℜ6(t) = 1 − exp[−exp[β(−t)α − s/c]] for t < 0,

ℜ6(t) = 1 − exp[−exp[−tα − s/c]] for t ≥ 0,
α > 0, β > 0;

ℜ7(t) = 1 for t < t1,

ℜ7(t) = 1 − exp[−exp[−s/c]] for t1 ≤ t < t2,

ℜ7(t) = 0 for t ≥ t2, t1 < t2;

Case 3. kn → k, 0>k , ln → ∞.

ℜ8(t) = 1 − [1 − exp[ α−−− )( t ]]k for t < 0,

ℜ8(t) = 0 for t ≥ 0, α > 0;

ℜ9(t) = 1 for t < 0,

ℜ9(t) = 1 − [1 − exp[−tα]]k for t ≥ 0, α > 0;

ℜ10(t) = 1 − [1 − exp[−exp t]]k for t ∈ (−∞,∞).

Proof. The proof may be found in [8].

Using the duality property of parallel-series and series-
parallel systems similar to this given in Lemma 3 for
parallel and series systems it is possible to prove that
the only limit reliability functions of the homogeneous
regular two-state parallel-series system are

−=1)(tiℜ ℜi(-t)  for t ∈ ,
i

Cℜ .10,...,2,1=i

Applying Lemma 2, it is possible to prove the
following fact ([9]).

Corollary 2. If components of the homogeneous two-
state parallel system have Weibull reliability functions

   R(t) = exp[−β αt ] for t ≥ 0, α > 0, β > 0

and

   an = bn/(αlog n), bn = (log n/β)1/α,

then

ℜ3(t) = 1 − exp[−exp[−t]], t ∈ (−∞,∞),

is its limit reliability function.

Example 1 (a steel rope, durability). Let us consider a
steel rope composed of 36 strands used in ship rope
elevator and assume that it is not failed if at least one
of its strands is not broken. Under this assumption we
may consider the rope as a homogeneous parallel
system composed of n = 36 basic components. Further,
assuming that the strands have Weibull reliability
functions with parameters

α = 2, β = (7.07)–6,

by (5), the rope’s exact reliability function takes the
form

R36(t) = 1 – [1 − exp[−(7.07)–6t2]36 for t ≥  0.

Thus, according to Corollary 2, assuming

   an = (7.07)3/(2 36log ), bn = (7.07)3 36log

and applying (7), we arrive at the approximate formula
for the rope reliability function of the form

   R36(t) ≅ ℜ3((t − bn)/an)

             = 1 − exp[−exp[−0.01071t + 7.167]]

for t ∈ (−∞,∞).

The mean value of the rope lifetime T and its standard
deviation, in months, calculated on the basis of the
above approximate result and according to the
formulae

   E[T] = Can + bn, ,6/naπσ =

where C ≅ 0.5772 is Euler’s constant, respectively are:

  E[T] ≅ 723, σ ≅ 120.
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The values of the exact and approximate reliability
functions of the rope are presented in Table 1 and
graphically in Figure 4. The differences between them
are not large, which means that the mistakes in
replacing the exact rope reliability function by its
approximate form are practically not significant.

Table 1. The values of the exact and approximate
reliability functions of the steel rope

t R36(t) ℜ3 )(
n

n

a
bt −

∆  = R36 − ℜ3

0 1.000 1.000 0.000
400 1.000 1.000 0.000
500 0.995 0.988 −0.003
550 0.965 0.972 −0.007
600 0.874 0.877 −0.003
650 0.712 0.707 0.005
700 0.513 0.513 0.000
750 0.330 0.344 −0.014
800 0.193 0.218 −0.025
900 0.053 0.081 −0.028
1000 0.012 0.029 −0.017
1100 0.002 0.010 −0.008
1200 0.000 0.003 −0.003

Figure 4. The graphs of the exact and approximate
reliability functions of the steel rope

4. Domains of attraction for system limit
reliability functions
The problem of domains of attraction for the limit
reliability functions of two-state systems solved
completely in [11] we will illustrate partly for two-
state series homogeneous systems only. From
Theorem 1 it follows that the class of limit reliability
functions for a homogeneous series system is
composed of three functions, )(tℜ , .3,2,1=i  Now
we will determine domains of attraction D

ℜ
for

these fixed functions, i.e. we will determine the
conditions which the reliability functions R(t) of the

particular components of the homogeneous series
system have to satisfy in order that the system limit
reliability function is one of the reliability functions

)(tℜ , i = 1,2,3.

Proposition 1. If )(tR is a reliability function of the
homogeneous series system components, then

   R(t)∈
1ℜ

D

if and only if

 t
rtR
rR

r
=

−
−

−∞→ )(1
)(1lim for .0>t

Proposition 2. If )(tR is a reliability function of the
homogeneous series system components, then

   R(t)∈
2ℜ

D

if and only if

 (i) ∃ ),( ∞−∞∈y R(y) = 1 and R(y + ε) < 1 for ε > 0,

(ii) .0for
)(1
)(1lim

0
> t t

yrR
yrtR

r
=

+−
+−

+→

Proposition 3. If )(tR is a reliability function of the
homogeneous series system components, then

   R(t)∈
3ℜD

if and only if

t
nnn

ebtaRn =+−
∞→

)](1[lim  for ),( ∞−∞∈t

with

)},0(11)0(:inf{ −≤−≤+= tR
n

tRtbn

))01((:inf{ nn btRta ++=

)}.)01((1 nbtR
n
e

+−≤−≤

Example 2. If components of the homogeneous series
system have reliability functions
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0 200 400 600 800 1000 t

R36(t), ℜ3((t − bn)/an)
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







≥
<≤−

<
=

,1,0
10,1
0,1

)(
t
tt

t
tR

then

   R(t)∈
2ℜ

D .

The results of the analysis on domains of attraction for
limit reliability functions of two-state systems may
automatically be transmitted to multi-state systems. To
do this, it is sufficient to apply theorems about two-
state systems such as the ones presented here to each
vector co-ordinate of the multi-state reliability
functions ([9], [14]).

5. Reliability of large hierarchical systems
Prior to defining the hierarchical systems of any order
we once again consider a series-parallel system like a
system presented in Figure 3. This system here is
called a series-parallel system of order 1.
It is made up of components

,
11 jiE ,,...,2,11 nki = ,,...,2,1

11 ilj =

with the lifetimes respectively

,
11 jiT ,,...,2,11 nki = .,...,2,1

11 ilj =

Its lifetime is given by

   T = }}.{min{max
11

11111 ji
iljnki

T
≤≤≤≤

                                           (8)

Now we assume that each component

,
11 jiE ,,...,2,11 nki = ,,...,2,1

11 ilj =

of the series-parallel system of order 1 is a subsystem
composed of components

2211 jijiE , ( )11
2 ,...,2,1 ji

nki = , ( ) ,,...,2,1 11
22

ji
ilj =

and has a series-parallel structure.
This means that each subsystem lifetime

11 jiT  is given
by

}},{min{max
2211)11(

221)11(
21

11 jijiji
iljji

nki
ji TT

≤≤≤≤
=                            (9)

,,...,2,11 nki = ,,...,2,1
11 ilj =

where

2211 jijiT , ( )11
2 ,...,2,1 ji

nki = , ( ) ,,...,2,1 11
22

ji
ilj =

are the lifetimes of the subsystem components .
2211 jijiE

The system defined this way is called a hierarchical
series-parallel system of order 2. Its lifetime, from (8)
and (9), is given by the formula

( ) ( )
)]},min(max[min{max

221111
221112111111 jijiji

iljji
nkiiljnki

TT
≤≤≤≤≤≤≤≤

=

where nk  is the number of series systems linked in
parallel and composed of series-parallel subsystems

,
11 jiE

1i
l  are the numbers of series-parallel subsystems

11 jiE  in these series systems, ( )11 ji
nk  are the numbers of

series systems in the series-parallel subsystems
11 jiE

linked in parallel, and ( )11
2

ji
il  are the numbers of

components in these series systems of the series-
parallel subsystems

11 jiE .
In an analogous way it is possible to define two-state
parallel-series systems of order 2.
Generally, in order to define hierarchical series-parallel
and parallel-series systems of any order ,r ,1≥r  we
assume that

rjrijiE ...11
,

where

nki ,...,2,11 = ,
11 ,...,2,1 ilj = , ( )11

2 ,...,2,1 ji
nki = ,

( )11
22 ,...,2,1 ji

ilj = , ..., ( )11...11,...,2,1 −−= rjriji
nr ki ,

( )11...11,...,2,1 −−= rjriji
rir lj

and

nk ,
1i

l , ( )11 ji
nk , ( )11

2
ji

il , ..., ( )11...11 −− rjriji
nk ,

( ) Nl rjriji
ri

∈−− 11...11 ,

are two-state components having reliability functions

)()( ...11...11
tTPtR

rjrijirjriji >= , t ∈ (–∞,∞),

and random variables

rjrijiT ...11
,

where

nki ,...,2,11 = ,
11 ,...,2,1 ilj = , ( )11

2 ,...,2,1 ji
nki = ,



K.Ko owrocki     Reliability modelling of complex systems-Part 1    -    RTA # 3-4, 2007, December  -  Special Issue

- 124 -

( )11
22 ,...,2,1 ji

ilj = , ..., ( )11...11,...,2,1 −−= rjriji
nr ki ,

( )11...11,...,2,1 −−= rjriji
rir lj ,

are independent random variables with distribution
functions

)()( ...11...11
tTPtF

rjrijirjriji ≤= , t ∈ (–∞,∞),

representing the lifetimes of the components ....11 rr jijiE

Definition 7. A two-state system is called a series-
parallel system of order r if its lifetime T is given by

( ) ( )11
221112111111

min{max{min{max
ji

iljji
nkiiljnki

T
≤≤≤≤≤≤≤≤

=

( ) ( )
)]...}}},min(max... ...1111...11111...111 rjrijirjriji

ri
lrjrjrijinkri

T
−−≤≤−−≤≤

where nk , ( )11 ji
nk , …, ( )11...2211 −− rjrijiji

nk  are the numbers
of suitable series systems of the system composed of
series-parallel subsystems and linked in parallel,

1il ,
( )11
2

ji
il , …, ( )22...2211

1
−−

−
rjrijiji

ri
l  are the numbers of suitable

series-parallel subsystems in these series systems, and
( )112211 −− rjrijiji
ri

l K  are the numbers of components in the
series systems of the series-parallel subsystems.

Definition 8. A two-state series-parallel system of
order r is called homogeneous if its component
lifetimes

rr jijiT ...11
 have an identical distribution

function

)()( ...11
tTPtF

rjriji ≤= , ),,( ∞−∞∈t

where

nki ,...,2,11 = ,
11 ,...,2,1 ilj = , ( )11

2 ,...,2,1 ji
nki = ,

( )11
22 ,...,2,1 ji

ilj = , ..., ( )11...11,...,2,1 −−= rjriji
nr ki ,

( )11...11,...,2,1 −−= rjriji
rir lj ,

i.e. if its components
rjrijiE ...11

 have the same reliability
function
   R(t) = 1 – F(t), t ∈ (–∞,∞).

Definition 9. A two-state series-parallel system of
order r is called regular if

( ) ( )
n

rjriji
ri

ji
ii llll ==== −− 11...1111
21

...

and

( ) ( )
n

rjriji
n

ji
n kkk === −− 11...1111 ...

where nk  is the number of series systems in the series-
parallel subsystems and nl  are the numbers of series-
parallel subsystems or respectively the numbers of
components in these series systems.

Using mathematical induction it is possible to prove
that the reliability function of the homogeneous and
regular two-state hierarchical series-parallel system of
order r is given by

R [1[1)(,, −−=t
nlnkk R nknl

nlnkk t ])](,,1−  for rk ,...,3,2=

and

   R nknl
nlnk tRt ])]([1[1)(,,1 −−= , t ∈ (–∞,∞),

where kn and ln  are defined in Definition 9.

Corollary 3. If components of the homogeneous and
regular two-state hierarchical series-parallel system of
order r have an exponential reliability function

]exp[)( ttR λ−=  for ,0≥t ,0>λ

then its reliability function is given by

   R [1[1)(,, −−=t
nlnkk R nknl

nlnkk t ])](,,1−  for 0≥t

for rk ,...,3,2=  and

R nk
nnlnk tlt ]]exp[1[1)(,,1 λ−−−=  for .0≥t

Theorem 4. If
   (i) ℜ )],(exp[1)( tVt −−= ),,( ∞−∞∈t  is a non-
degenerate reliability function,

  (ii) 0lim
1

1 =
−

−

∞→

nl
n

r
nn

kl   for ,1≥r

 (iii) 1...1
lim ++−

∞→

r
nl

nn
k )()]([ tVbtaR

r
nl

nn =+  for ,VCt ∈

,1≥r ),,( ∞−∞∈t

then

∞→n
lim R )(,, nnnlnkr bta + = ℜ(t) for Ct ∈ ℜ, ,1≥r

).,( ∞−∞∈t
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Proposition 4. If components of the homogeneous and
regular two-state hierarchical series-parallel system of
order r have an exponential reliability function

]exp[)( ttR λ−=  for ,0≥t ,0>λ

0lim
1

1 =
−

−

∞→

nl
n

r
nn

kl   for ,1≥r

and

,1
r
n

n l
a

λ
= ,log)1...11(1

2 nr
nnn

n k
lll

b +++=
λ

then

ℜ3(t) ]]exp[exp[1 t−−−=  for ),,( ∞−∞∈t        (10)

is its limit reliability function.

Example 3. A hierarchical regular series-parallel
homogeneous system of order 2=r  is such that

,200=nk .3=nl  The system components have
identical exponential reliability functions with the
failure rate .01.0=λ
Under these assumptions its exact reliability function,
according to Corollary 3, is given by

R [1[1)(3,200,2 −−=t 200]]301.0exp[1[1 t⋅−−− 2003 ]]

for .0≥t

Next applying Proposition 4 with normalising
constants

,1.11
901.0

1
=

⋅
=na

,5.235200log)
9
1

3
1(

01.0
1

=+=nb

we conclude that the system limit reliability function is
given by

ℜ3(t) ]]exp[exp[1 t−−−=  for ),,( ∞−∞∈t

and from (7), the following approximate formula is
valid

   R ≅)(3,200,2 t ℜ3 )2.2109.0( −t

]]2.2109.0exp[exp[1 +−−−= t  for ).,( ∞−∞∈t

Definition 10. A two-state system is called a parallel-
series system of order r if its lifetime T is given by

( ) ( )11
221112111111

max{min{max{min
ji

iljji
nkiiljnki

T
≤≤≤≤≤≤≤≤

=

( ) ( )
)]...}}},max(min...[ ...1111...11111...111 rjriji

rjriji
ri

lrjrjrijinkri
T

−−≤≤−−≤≤

where nk , ( )11 ji
nk , …, ( )11...2211 −− rjrijiji

nk  are the numbers
of suitable parallel systems of the system composed of
parallel-series subsystems and linked in series,

1i
l ,

( )11
2

ji
il , ..., ( )22...2211

1
−−

−
rjrijiji

ri
l  are the numbers of suitable

parallel-series subsystems in these parallel systems,
and ( )11...2211 −− rjrijiji

ri
l  are the numbers of components in

the parallel systems of the parallel-series subsystems.

Definition 11. A two-state parallel-series system of
order r is called homogeneous if its component
lifetimes

rjrijiT ...11
 have an identical distribution

function

)()( ...11
tTPtF

rjriji ≤= ,

where

nki ,...,2,11 = ,
11 ,...,2,1 ilj = , ( )11

2 ,...,2,1 ji
nki = ,

( )11
22 ,...,2,1 ji

ilj = ,…,
( )11...11,...,2,1 −−= rjriji

nr ki , ( )11...11,...,2,1 −−= rjriji
rir lj ,

i.e. if its components
rjrijiE ...11

 have the same reliability
function

   R(t) = 1 – F(t), t ∈ (–∞,∞).

Definition 12. A two-state parallel-series system of
order r is called regular if

( ) ( )
n

rjriji
ri

ji
ii llll ==== −− 11...1111
21

...

and

( ) ( )
n

rjriji
n

ji
n kkk === −− 11...1111 ...

where nk  is the number of parallel systems in the
parallel-series subsystems and nl  are the numbers of
parallel-series subsystems or, respectively, the
numbers of components in these parallel systems.
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Applying mathematical induction it is possible to
prove that the reliability function of the homogeneous
and regular two-state hierarchical parallel-series
system of order r is given by

)(,, t
nlnkkR −−= 1[1[ nknl

nlnkk t ])](,,1−R  for rk ,...,3,2=

and

)(,,1 t
nlnkR nknltF ])]([1[ −= , t ∈ (–∞,∞),

where kn and ln  are defined in Definition 12.

Corollary 4. If components of the homogeneous and
regular two-state hierarchical parallel-series system of
order r have an exponential reliability function

]exp[)( ttR λ−=  for ,0≥t ,0>λ

then its reliability function is given by

)(,, t
nlnkkR −−= 1[1[ )(,,1 t

nlnkk−R nknl ]]  for rk ,...,3,2=

and

)(,,1 t
nlnkR nknlt ]]]exp[1[1[ λ−−−=  for .0≥t

Theorem 5. If
   (i) )(tℜ )],(exp[ tV−= ),,( ∞−∞∈t  is a non-
degenerate reliability function,

  (ii) 0lim
1

1 =
−

−
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nl
n

r
nn

kl  for ,1≥r

 (iii) 1...1
lim ++−
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r
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k )()]([ tVbtaF

r
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nn =+  for ,VCt ∈

,1≥r ),,( ∞−∞∈t
then

∞→n
lim

nlnkr ,,R )( nn bta + = )(tℜ  for
ℜ

Ct ∈ , ,1≥r

).,( ∞−∞∈t

Proposition 5. If components of the homogeneous and
regular two-state hierarchical parallel-series system of
order r have an exponential reliability function

]exp[)( ttR λ−=  for ,0≥t ,0>λ

0lim
1

1 =
−

−
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nl
n

r
nn

kl   for ,1≥r ,lim llnn
=
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,Nl ∈

and

,11
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r
nlnl
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n

k

a
++

=
λ

,0=nb

then

ℜ2(t) ]exp[
rlt−=  for 0≥t                                 (11)

is its limit reliability function.

Example 3. We consider a hierarchical regular parallel-
series homogeneous system of order 2=r  such that

,200=nk ,3=nl  whose components have identical
exponential reliability functions with the failure rate

.01.0=λ
Its exact reliability function, according to Corollary 4,
is given by

)(3,200,2 tR [1[1[ −−= 2003 ]]]01.0exp[1[1 t−−− 2003 ]]
for .0≥t

Next applying Proposition 5 with normalising
constants

,4912.9
200

1
01.0
1

9/13/1 =⋅=
+na ,0=nb

we conclude that

)(2 tℜ ]exp[ 9t−=  for 0≥t

is the system limit reliability function, and from (7),
the following approximate formula is valid

≅)(3,200,2 tR 2ℜ (0.1054t) ])1054.0(exp[ 9t−=

for .0≥t

6. Conclusion
Generalizations of the results on limit reliability
functions of two-state homogeneous systems for these
and other systems in case they are non-homogeneous,
are mostly given in [8] and [9]. These results allow us
to evaluate reliability characteristics of homogeneous
and non-homogeneous series-parallel and parallel-
series systems with regular reliability structures, i.e.
systems composed of subsystems having the same
numbers of components. However, this fact does not
restrict the completeness of the performed analysis,
since by conventional joining of a suitable number of
components which do not fail, in series sub-systems of
the non-regular series-parallel systems, leads us to the
regular non-homogeneous series-parallel systems.
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Similarly, conventional joining of a suitable number of
failed components in parallel subsystems of the non-
regular parallel-series systems we get the regular non-
homogeneous parallel-series systems. Thus the
problem has been analyzed exhaustively.
The results concerned with the asymptotic approach to
system reliability analysis, in a natural way, have led to
investigation of the speed of convergence of the system
reliability function sequences to their limit reliability
functions ([9]). These results have also initiated the
investigations of limit reliability functions of “m out of
n”-series, series-“m out of n” systems, the
investigations on the problems of the system reliability
improvement and on the reliability of systems with
varying in time their structures and their components
reliability described briefly in [9] and presented in Part
2 ([10]) of this paper.
More general and practically important complex
systems composed of multi-state and degrading in time
components are considered in wide literature, for
instance in [14]. An especially important role they play
in the evaluation of technical systems reliability and
safety and their operating process effectiveness is
described in [9] for large multi-state systems with
degrading components. The most important results
regarding generalizations of the results on limit
reliability functions of two-state systems dependent on
transferring them to series, parallel, “m out of n”,
series-parallel and parallel-series multi-state systems
with degrading components are given in [9]. Some
practical applications of the asymptotic approach to the
reliability evaluation of various technical systems are
contained in [9] as well.
The proposed method offers enough simplified
formulae to allow significant simplifying of large
systems’ reliability evaluating and optimizing
calculations.
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1. Reliability of large series-“m out of n”
systems
Definition 1. A two-state system is called a series-“m
out of kn” system if its lifetime T is given by

   T = T )1( +−mkn
, m = 1,2,...,kn,

where T )1( +−mkn
 is the mth maximal order statistic in

the set of random variables

   Ti = }{min
1

ij
lj

T
i≤≤

, i = 1,2,...,kn.

The above definition means that the series-“m out of
kn” system is composed of nk  series subsystems and it
is not failed if and only if at least m  out of its nk
series subsystems are not failed.
The series-“m out of kn” system is a series-parallel for
m = 1 and it becomes a series system for m = kn.
The reliability function of the two-state series-“m out
of kn” system is given either by
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for t ∈ (–∞,∞), where .mkm n −=

Definition 2. The series-“m out of kn” system is called
regular if

   l1 = l2 = . . . =
nkl = ln , ln∈ N.

Definition.3. The series-“m out of kn” system is called
homogeneous if its component lifetimes Tij have an
identical distribution function

F(t) = P(Tij ≤ t), t ∈ (–∞,∞), i = 1,2,...,kn, j = 1,2,...,li,

i.e. if its components Eij have the same reliability
function

   R(t) = 1 – F(t), t ∈ (–∞,∞).

From the above definitions it follows that the reliability
function of the homogeneous and regular series-“m out
of kn” system is given either by

Ko owrocki Krzysztof
Maritime University, Gdynia, Poland

Reliability modelling of complex systems
- Part 2
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reliability, large system, asymptotic approach, limit reliability function

Abstract
Series-“m out of n” systems and “m out of n”-series systems are defined and exemplary theorems on their limit
reliability functions are presented and applied to the reliability evaluation of a piping transportation system and a
rope elevator. Applications of the asymptotic approach in large series systems reliability improvement are also
presented. The paper is completed by showing the possibility of applying the asymptotic approach to the reliability
analysis of large systems placed in their variable operation processes. In this scope, the asymptotic approach to
reliability evaluation for a port grain transportation system related to its operation process is performed.
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for t ∈ (–∞,∞), ,mkm n −=  where kn is the
number of series subsystems in the “m out of kn”
system and ln is the number of components of the
series subsystems.

Corollary 1. If components of the homogeneous and
regular two-state series-“m out of kn” system have
Weibull reliability function

]exp[)( αβttR −=  for ,0≥t ,0>α ,0>β

then its reliability function is given either by
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Proposition 1. If components of the two-state
homogeneous and regular series-“m out of kn” system
have Weibull reliability function

]exp[)( αβttR −=  for ,0≥t ,0>α ,0>β

and
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is its limit reliability function, i.e., for ,0≥t  we have
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Example 1. The piping transportation system is set up to
receive from ships, store and send by carriages or cars
oil products such as petrol, driving oil and fuel oil.
Three terminal parts A, B and C fulfil these purposes.
They are linked by the piping transportation systems.
The unloading of tankers is performed at the pier. The
pier is connected to terminal part A through the
transportation subsystem S1 built of two piping lines. In
part A there is a supporting station fortifying tankers’
pumps and making possible further transport of oil by
means of subsystem S2 to terminal part B. Subsystem S2
is built of two piping lines. Terminal part B is connected
to terminal part C by subsystem S3. Subsystem S3 is built
of three piping lines. Terminal part C is set up for
loading the rail cisterns with oil products and for the
wagon carrying these to the railway station.
We will analyse the reliability of the subsystem 3S
only. This subsystem consists of kn = 3 identical piping
lines, each composed of ln = 360 steel pipe segments.
In each of lines there are pipe segments with Weibull
reliability function

   R(t) = exp[−0.0000000008t4] for t ≥ 0.

We suppose that the system is good if at least 2 of its
piping lines are not failed. Thus, according to
Definitions 2-3, it may be considered as a
homogeneous and regular series-“2 out of 3” system,
and according to Proposition 1, assuming
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 and using (3), its reliability function is given by
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2. Reliability of large “m out of n”-series
systems
Definition 4. A two-state system is called an “ im  out of

il ”-series system if its lifetime T is given by

)1(1
min +−

≤≤
= imilnki

TT , ,,...,2,1 ii lm =

where T )1( +− ii ml  is the mith maximal order statistic in
the set of random variables

   Ti1, Ti2, ..., iilT , .,...,2,1 nki =

The above definition means that the “ im  out of il ”-
series system is composed of nk  subsystems that are
“ im  out of il ” systems and it is not failed if all its “ im
out of il ” subsystems are not failed.
The  “ im  out of il ”-series system is a parallel-series
system if m1 = m2 =  .  .  .  =

nkm = 1 and it becomes a
series system if mi = li for all i = 1,2, …,kn.

The reliability function of the two-state “ im  out of il ”-
series system is given either by
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for t ∈ (–∞,∞), where ,iii mlm −= .,...,2,1 nki =

Definition 5. The two-state “ im  out of il ”-series
system is called homogeneous if its component
lifetimes Tij have an identical distribution function

F(t) = P(Tij ≤ t), t ∈ (–∞,∞), i = 1,2,...,kn, j=1,2,...,li ,

i.e. if its components Eij have the same reliability
function

   R(t) = 1 – F(t), t ∈ (–∞,∞).

Definition 6. The “ im  out of il ”-series system is called
regular if

   l1 = l2 = . . . =
nkl = ln

and

   m1 = m2 = . . . =
nkm = m, where ln , m∈ N, m ≤ ln.

The reliability function of the two-state homogeneous
and regular „ m  out of nl ”-series system is given either
by

( )∑ −−=
−

=

−1

0

)(
, ])](1[)]([1[)(

m

i

kilil
i

m
lk

nnn
nn

tRtRtR

for t ∈ (–∞,∞) or by

)()(
, tm
lk nn

R ( ) nnn km

i

ilil
i tRtR ])]([)](1[[

0
∑ −=
=

−

for t ∈ (–∞,∞), mlm n −=  where kn is the
number of “m out of ln” subsystems linked in series
and ln is the number of components in the “m out of ln”
subsystems.

Corollary 2. If the components of the two-state
homogeneous and regular “m out of ln”-series system
have Weibull reliability function

]exp[)( αβttR −=  for ,0≥t ,0>α ,0>β

then its reliability function is given either by

)()(
, tm

nlnkR

( )∑ −−−−=
−

=

−1

0
]]]exp[1][exp[1[

m

i

nkinlnl
i tti αα ββ       (4)

for 0≥t  or by

)()(
, tm
lk nn

R ( )∑ −−−−=
=

m

i

k
n

il
i

nn tilt
0

]])(exp[]]exp[1[[ αα ββ

for ,0≥t .mlm n −=
Proposition 2. If components of the two-state
homogeneous and regular “m out of ln”-series system
have Weibull reliability function

]exp[)( αβttR −=  for ,0≥t ,0>α ,0>β

and
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,kknn
=

∞→
lim ,0>k ,0 km ≤< ,∞=

∞→ nn
llim

,
log n
b

a n
n α

= ,]log[
1
α

β
nbn = (5)

then

kt)]([ )0(
3ℜ ∑

−
−−−=

−

=

1

0
]

!
]exp[]]exp[exp[1[
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i
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for ),,( ∞−∞∈t is its limit reliability function, i.e.
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]]exp[exp[1[
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i
a

bt
i

a
bt

(6)

for ),,( ∞−∞∈t  where na  and nb  are defined by (5).

Example 2. Let us consider the ship-rope transportation
system (elevator). The elevator is used to dock and
undock ships coming in to shipyards for repairs. The
elevator is composed of a steel platform-carriage
placed in its syncline (hutch). The platform is moved
vertically with 10 rope hoisting winches fed by
separate electric motors. During ship docking the
platform, with the ship settled in special supporting
carriages on the platform, is raised to the wharf level
(upper position). During undocking, the operation is
reversed. While the ship is moving into or out of the
syncline and while stopped in the upper position the
platform is held on hooks and the loads in the ropes are
relieved.
In our further analysis we will discuss the reliability of
the rope system only. The system under consideration is
in order if all its ropes do not fail. Thus we may assume
that it is a series system composed of 10 components
(ropes). Each of the ropes is composed of 22 strands.
Thus, considering the strands as basic components of
the system and assuming that each of the ropes is not
failed if at least 5=m out of its strands are not failed,
according to Definitions 5-6, we conclude that the rope
elevator is the two-state homogeneous and regular
„5 out of 22”-series system. It is composed of kn = 10
series-linked “5 out of 22” subsystems (ropes) with ln =
22 components (strands). Assuming additionally that
strands have Weibull reliability functions with
parameters ,2=α ,05.0=β  i.e.

]05.0exp[)( 2ttR −=  for ,0≥t
from (4), we conclude that the elevator reliability
function is given by

)()5(
22,10 tR  =

1022224

0

22 ]]]05.0exp[1][05.0exp[)(1[ i

i
i tti −

=
−−−∑−

   for .0≥t

Next, applying Proposition 2 with

,2718.1
22log2

8626.7
≅=na ,8626.7]

05.0
22log[ 2

1

≅=nb

and (6) we get the following approximate formula for
the elevator reliability function

≅)()5(
22,10 tR 10)0(

3 )]1821.67863.0([ −tℜ

]]1821.67863.0exp[exp[1[ +−−−= t

,]
!

]1821.67863.0exp[4

0

10∑
+−

⋅
=i i

iit ).,( ∞−∞∈t

3. Asymptotic approach to systems reliability
improvement
We consider the homogeneous series system illustrated
in Figure 1.

Figure 1. The scheme of a series system

It is composed of n  components ,1iE ,,...,2,1 ni =
having lifetimes ,1iT ,,...,2,1 ni =  and exponential
reliability functions

]exp[)( ttR λ−=  for ,0≥t .0>λ

Its lifetime and its reliability function respectively are
given by

},{min 11

)0(
ini

TT
≤≤

=

],exp[)]([)( nttRt n
n λ−==R .0≥t

In order to improve of the reliability of this series
system the following exemplary methods can be used:
– replacing the system components by the improved

components with reduced failure rates by a factor ρ,
0 < ρ < 1,

– a warm duplication (a single reservation) of system

E11 E21 En1

  .    .    .
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   components,
– a cold duplication of system components,
– a mixed duplication of system components,
– a hot system duplication,
– a cold system duplication.
It is supposed here that the reserve components are
identical to the basic ones.
The results of these methods of system reliability
improvement are briefly presented below, giving the
system schemes, lifetimes and reliability functions.

Case 1. Replacing the system components by the
improved components '

1iE ,,...,2,1 ni =  with reduced
failure rates by a factor ρ,  0 < ρ < 1, having lifetimes

,'
1iT ,,...,2,1 ni =  and exponential reliability functions

]exp[)( ttR ρλρ −=  for ,0≥t .0>λ

Figure 2. The scheme of a series system with improved
components

},{min '
11

)1(
ini

TT
≤≤

=

R n
n tRt )]([)()1( ρ= ],exp[ ntρλ−= .0≥t

Case 2. A hot reservation of the system components

Figure 3. The scheme of a series system with
components having hot reservation

}},{max{min
211

)2(
ijjni

TT
≤≤≤≤

=

R n
n tFt ])]([1[)( 2)2( −= ,]]]exp[1[1[ 2 ntλ−−−= .0≥t

Case 3. A cold reservation of the system components

Figure 4. The scheme of a series system with
components having cold reservation

},{min
2

11

)3( ∑=
=≤≤ j

ijni
TT

R n
n tFtFt )]]([)]([1[)()3( ∗−= ],exp[]1[ tnt n λλ −+= .0≥t

Case 4. A mixed reservation of the system components

Figure 5. The scheme of a series system with
components having mixed reservation

}}},{max{min},{minmin{
211

2

11

)4(
ijjnimj

ijmi
TTT

≤≤≤≤+=≤≤
∑=

R m
n tFtFt )]]([)]([1[)()4( ∗−= mntR −− )](1[ 2

,]]exp[2][exp[]1[ mnm tntt −−−−+= λλλ .0≥t

Case 5. A hot system reservation

Figure 6. The scheme of a series system with hot
reservation

}},{min{max
121

)5(
ijnjj

TT
≤≤≤≤

=

R 2)5( ])]([1[1)( n
n tRt −−= ,]]exp[1[1 2tnλ−−−= .0≥t

Case 6. A cold system reservation

Figure 7. The scheme of a series system with cold
reservation

.    .    .

E12 E22 En2       .    .    .

  .    .    .

E12 E22 En2.    .    .

E11 En-11 En1

En-12 En2

E21

E12 E22

.

E11 E21

E12 E22

En-11 En1

E n-12 En2

.

En1

En2

Em+11

Em+12

. ..  .E11

E12

Em1

Em2

E11 E21 En1

E11 E21 En1

E’11 E’21 E’n1

.    .    .
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},{min
2

11

)6(
ij

j ni
TT ∑=

= ≤≤

R ])]([1[])]([1[1)()6( nn
n tRtRt −∗−−=

],exp[]1[ tntn λλ −+= .0≥t

The difficulty arises when selecting the right method of
improvement of reliability for a large system. This
problem may be simplified and approximately solved
by the application of the asymptotic approach.
Comparisons of the limit reliability functions of the
systems with different types of reserve and such
systems with improved components allow us to find
the value of the components’ decreasing failure rate
factor ρ, which gives rise to an equivalent effect on the
system reliability improvement. Similar results are
obtained under comparison of the system lifetime
mean values. As an example we will present the
asymptotic approach to the above methods of
improving reliability for homogeneous two-state series
systems.

Proposition 3.Case 1. If

an = 1/λρn, bn = 0,

then

)()1( tℜ  = exp[–t]  for t ≥ 0,

is the limit reliability function of the homogeneous
exponential series system with reduced failure rates of
its components, i.e.

R =)()1( tn ℜ(1)( )ntλρ ]exp[ ntλρ−= for 0≥t

and

T .1][ )1()1(

n
TE

λρ
==

Case 2. If

,0,/1 == nn bna λ

then

ℜ(2)(t) = exp[–t2]  for t ≥ 0,

is the limit reliability function of the homogeneous
exponential series system with hot reservation of its
components, i.e.

R ≅)()2( tn )()2( ntλℜ ]exp[ 22ntλ−=  for 0≥t

and

   T ≅= ][ )2()2( TE .1)
2
3(

nλ
Γ

Case 3. If

,0,/2 == nn bna λ

then

ℜ(3)(t) = exp[–t2] for t ≥ 0,

is the limit reliability function of the homogeneous
exponential series system with cold reservation of its
components, i.e.

R ≅)()3( tn )
2

()3( nt
λℜ ]

2
1exp[ 22ntλ−=  for 0≥t

and

T ≅= ][ )3()3( TE .21)
2
3(

nλ
Γ

Case 4. If

,0,
2

21
=

−
= nn b

mn
a

λ

then

ℜ(4)(t) = exp[–t2]  for t ≥ 0,

is the limit reliability function of the homogeneous
exponential series system with mixed reservation of its
components, i.e.

R ≅)()4( tn )
2

2()4( mn −
λℜ

]
2

2exp[ 22tmn
λ

−
−=  for 0≥t

and

T ≅= ][ )4()4( TE .
2

21)
2
3(

mn −
Γ

λ

Case 5. If
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,0,1
== nn b

n
a

λ

then

ℜ(5)(t) = 2]]exp[1[1 t−−−  for t ≥ 0,

is the limit reliability function of the homogeneous
exponential series system with hot reservation, i.e.

R =)()5( tn )()5( ntλℜ = 2]]exp[1[1 ntλ−−−  for 0≥t

and

T .
2

3][ )5()5(

n
TE

λ
==

Case 6. If

,0,1
== nn b

n
a

λ

then

ℜ(6)(t) = ]exp[]1[ tt −+   for t ≥ 0,

is the limit reliability function of the homogeneous
exponential series system with cold reservation, i.e.

R =)()6( tn )()6( ntλℜ = ]exp[]1[ ntnt λλ −+  for t ≥ 0

and

T .2][ )6()6(

n
TE

λ
==

Corollary 3. Comparison of the system reliability
functions

ℜ(i)(t) = ℜ(1)(t), i = 2,3,…,6,

results respectively in the following values of the
factor ρ :

tt λρρ == )(   for  i = 2,

tt λρρ
2
1)( ==   for i = 3,

t
n

mnt λρρ
2

2)( −
==   for i = 4,

]]exp[2log[1)( ntt λρρ −−−==   for i = 5,

]1log[11)( nt
nt

t λ
λ

ρρ +−==   for i = 6,

while comparison of the system lifetimes

T(i)(t) = T(1)(t), i = 2,3,...,6

results respectively in the following values of the
factor ρ :

n)
2
3(

1

Γ
=ρ   for  i = 2,

n2)
2
3(

1

Γ
=ρ   for i = 3,

mn
n

−
Γ

=

2
2)

2
3(

1
ρ   for i = 4,

3
2

=ρ   for i = 5,

2
1

=ρ   for i = 6.

Example 3. We consider a simplified bus service
company composed of 81 communication lines. We
suppose that there is one bus operating on each
communication line and that all buses are of the same
type with the exponential reliability function

]exp[)( ttR λ−=  for ,0≥t .0>λ

Additionally we assume that this communication
system is working when all its buses are not failed, i.e.
it is failed when any of the buses are failed. The failure
rate of the buses evaluated on statistical data coming
from the operational process of bus service company
transportation system is assumed to be equal to 0.0049

.1−h
Under these assumptions the considered transportation
system is a homogeneous series system made up of
components with a reliability function

]0049.0exp[)( ttR −=  for .0≥t

Here we will use four sensible methods from those
considered for system reliability improvement.
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Namely, we apply the four previously considered
cases.
Case 1. Replacing the system components by the
improved components with reduced failure rates by a
factor .ρ
Applying Proposition 3 with normalising constants

,
397.0
1

810049.0
1

81 ρρ
=

⋅
=a ,081 =b

we conclude that

ℜ(1)(t) = exp[–t]  for t ≥ 0,

is the limit reliability function of the system, i.e.

R =)()1( tn ℜ(1)( tρ397.0 ) ]397.0exp[ tρ−= for 0≥t

and

T
ρ397.0

1][ )1()1( == TE h.

Case 2. Improving the reliability of the system by a
single hot reservation of its components.
This means that each of 81 communication lines has at
its disposal two identical buses it can use and its task is
performed if at least one of the buses is not failed.
Applying Proposition 3 with normalising constants

,
0441.0
1

810049.0
1

81 =
⋅

=a ,081 =b

we conclude that

ℜ ]exp[)( 2)2( tt −= , t ≥ 0.

is the limit reliability function of the system, i.e.

   R )()2(
81 t ≅ ℜ )0441.0()2( t ],0019.0exp[ 2t−≅ ,0≥t

and

   T ][ )2()2( TE= .10.20
810049.0

1)
2
3( h≅Γ≅

Case 4. Improving the reliability of the system by a
single mixed reservation of its components.
This means that each of 81 communication lines has at
its disposal two identical buses. There are 50=m
communication lines with small traffic which are using
one bus permanently and after its failure it is replaced
by the second bus (a cold reservation) and

315081 =−=− mn  communication lines with large

traffic which are using two buses permanently (a hot
reservation).
Applying Proposition 3 with normalising constants

,0,
0.0367

1
112

2
0049.0
1

=== nn ba

we conclude that

ℜ(4)(t) = exp[–t2]  for t ≥ 0,

is the limit reliability function of the system, i.e.

R ≅)()4( tn ℜ(4) )0367.0( t ]00135.0exp[ 2t−=  for 0≥t

and

T ][ )4()4( TE= .15.24
112

2
0049.0
1)

2
3( h≅Γ≅

Case 5. Improving the reliability of the system by a
single hot reservation.
This means that the transportation system is composed
of two independent companies, each of them operating
on the same 81 communication lines and having at
their disposal one identical bus for use on each line.
Applying Proposition 3 with normalising constants

,
397.0
1

810049.0
1

81 =
⋅

=a ,081 =b

we conclude that

ℜ(5)(t) = 2]]exp[1[1 t−−−   for t ≥ 0,

is the limit reliability function of the system, i.e.

R =)()5( tn ℜ(5)( )397.0 t

              = 2]]397.0exp[1[1 t−−−  for 0≥t
and

T == ][
)5()5( TE ≅

⋅⋅ 810049.02
3 3.78 h.

Comparing the system reliability functions for
considered cases of improvement, from Corollary 3,
results in the following values of the factor ρ:

tt 0049.0)( == ρρ   for  i = 2,

t0340.0=ρ   for i = 4,
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]]397.0exp[2log[1)( tt −−−== ρρ   for i = 5,

while comparison of the system lifetimes results
respectively in:

1254.0=ρ   for  i = 2,

1043.0=ρ   for i = 4,

6667.0=ρ   for i = 5.

Methods of system reliability improvement presented
here supply practitioners with simple mathematical
tools, which can be used in everyday practice. The
methods may be useful not only in the operation
processes of real technical objects but also in designing
new operation processes and especially in optimising
these processes. Only the case of series systems made
up of components having exponential reliability
functions with single reservations of their components
and subsystems is considered.  It seems to be possible
to extend these results to systems that have more
complicated reliability structures, and made up of
components with different from the exponential
reliability functions.

4. Reliability of large systems in their operation
processes
This section proposes an approach to the solution of
the practically very important problem of linking
systems’ reliability and their operation processes. To
connect the interactions between the systems’
operation processes and their reliability structures that
are changing in time a semi-markov model ([1]) of the
system operation processes is applied. This approach
gives a tool that is practically important and not
difficult for everyday use for evaluating reliability of
systems with changing reliability structures during
their operation processes. Application of the proposed
methods is illustrated here in the reliability evaluation
of the port grain transportation system.
We assume that the system during its operation process
is taking different operation states. We denote by ),(tZ

,,0 >∞∈<t  the system operation process that may
assume v different operation states from the set

}..,..,,{ 21 vzzzZ =

In practice a convenient assumption is that Z(t)  is  a
semi-markov process ([1]) with its conditional sojourn
times blθ  at the operation state bz  when its next

operation state is ,lz ,,...,2,1, vlb = .lb ≠  In this case
this process may be described by:

- the vector of probabilities of the initial operation
  states ,)]0([ 1 νxbp
- the matrix of the probabilities of its transitions
  between the states ννxblp ][ ,
- the matrix of the conditional distribution functions

ννxbl tH )]([  of the sojourn times ,blθ ,lb ≠  where

)()( tPtH blbl <= θ  for ,,...,2,1, vlb = ,lb ≠

and

0)( =tH bb  for .,...,2,1 vb =

Under these assumptions, the lifetime blθ  mean values
are given by

][ blbl EM θ= ∫=
∞

0
),(ttdH bl ,,...,2,1, vlb = .lb ≠ (7)

The unconditional distribution functions of the sojourn
times bθ  of the process )(tZ  at the states ,bz

,,...,2,1 vb =  are given by

)(tHb  = ∑
=

v

l
blbl tHp

1
),( .,...,2,1 vb =

The mean values E[ bθ ] of the unconditional sojourn
times bθ  are given by

][ bb EM θ=  = ∑
=

v

l
blbl Mp

1
, ,,...,2,1 vb =                   (8)

where blM  are defined by (7).
Limit values of the transient probabilities at the states

)(tpb = P(Z(t) = bz ), ),,0 ∞∈<t ,,...,2,1 vb =

are given by ([1])

bp  = )(lim tpb
t ∞→

    = ,

1
∑
=

v

l
ll

bb

M

M

π

π
,,...,2,1 vb =            (9)

where the probabilities bπ  of the vector νπ xb 1][  satisfy
the system of equations







∑ =

=

=

v

l
l

blbb p

1
.1

]][[][

π

ππ

We consider a series-parallel system and we assume
that the changes of its operation process Z(t) states
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have an influence on the system components ijE
reliability and on the system reliability structure as
well. Thus, we denote ([13]) the conditional reliability
function of the system component ijE  while the

system is at the operational state ,bz ,,...,2,1 vb =  by

)(),( )]([ bji tR = ))(/( )(
b

b
ij ztZtTP =≥ ,

for t ∈ <0,∞), ,,...,2,1 ν=b and the conditional
reliability function of the non-homogeneous regular
series-parallel system while the system is at the
operational state ,bz ,,...,2,1 ν=b  by

   [ )(
, )]( b
lk t
nn

R = ))(/( )(
b

b ztZtTP =≥

                       = ∏ −−
=

a

i

kqlbi nintR
1

)()( ]])]([[1[1            (10)

for ),0 ∞∈<t  and

   [R(i)(t)] )(b  = ,])]([[
1

)(),(∏
=

i ij
e

j

pbji tR i = 1,2,...,a.       (11)

The reliability function )(),( )]([ bji tR is the conditional
probability that the component ijE  lifetime )(b

ijT  in the
is not less than t, while the process Z(t) is at the
operation state .bz  Similarly, the reliability function

)(
, )]([ b
lk t
nn

R  is the conditional probability that the

series-parallel system lifetime )(bT  is not less than t,

while the process Z(t) is at the operation state .bz  In
the case when the system operation time is large
enough, the unconditional reliability function of the
series-parallel system is given by

)(, t
nn lkR )( tTP >= )(

,
1

)]([ b
lk

b
b tp

nn
R∑≅

=

ν
              (12)

for 0≥t and T  is the unconditional lifetime of the
series-parallel system.
The mean values and variances of the series-parallel
system lifetimes are

,
1

∑≅
=

ν

b
bb MpM                         (13)

where

,)]([
0

)(
,∫=

∞
dttM b

lb nnkR                                          (14)

and

∫ −=
∞

0

2)()( ,][)]([2][ b
b

lk
b MdtttTD

nn
R         (15)

for .,...,2,1 ν=b

Example 5. We analyse the reliability of one of the
subsystems of the port grain elevator. The considered
system is composed of four two-state non-
homogeneous series-parallel transportation subsystems
assigned to handle and clearing of exported and
imported grain. One of the basic elevator functions is
loading railway trucks with grain.
In loading the railway trucks with grain the following
elevator transportation subsystems take part: S1 –
horizontal conveyors of the first type, S2 – vertical
bucket elevators, S3 – horizontal conveyors of the
second type, S4 – worm conveyors.
We will analyze the reliability of the subsystem 4S
only.
Taking into account experts opinion in the operation
process, ),(tZ 0≥t  of the considered transportation
subsystem we distinguish the following as its three
operation states:
an operation state 1z  –  the system operation with the
largest efficiency when all components of the
subsystem 4S  are used,
an operation state 2z  –  the system operation with less
efficiency system when the first and second conveyors
of subsystem 4S  are used,
an operation state 3z  –  the system operation with least
efficiency when the first conveyor of subsystem 4S  is
used.
On the basis of data coming from experts, the
probabilities of transitions between the subsystem 4S
operation states are given by

,
0615.0385.0
2.008.0

643.0357.00
][
















=blp

and their mean values, from (8), are

,257.02.0643.036.0357.0][ 11 ≅⋅+⋅== θEM

,08.02.02.005.08.0][ 22 ≅⋅+⋅== θEM

.062.005.0615.008.0385.0][ 33 ≅⋅+⋅== θEM

Since from the system of equations
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we get

,374.01 =π ,321.02 =π ,305.03 =π

then the limit values of the transient probabilities
)(tpb  at the operation states bz , according to (9), are

given by

,684.01 =p ,183.02 =p .133.03 =p                  (16)

The subsystem S4 consists of three chain conveyors.
Two of these are composed of 162 components and the
remaining one is composed of 242 components. Thus it
is a non-regular series-parallel system. In order to
make it a regular system we conventionally complete
two first conveyors having 162 components with 80
components that do not fail. After this supplement
subsystem S4 consists of kn = 3 conveyors, each
composed of ln = 242 components. In two of them there
are:
- two driving wheels with reliability functions

   R(1,1)(t) = exp[−0.0798t],

- 160 links with reliability functions

   R(1,2)(t) = exp[−0.124t],

- 80 components with “reliability functions”
   R(1,3)(t) = exp[ )1(1λ− t], where )1(1λ = 0.

The third conveyer is composed of:

- two driving wheels with reliability functions

   R(2,1)(t) = exp[−0.167t]

- 240 links with reliability functions

   R(2,2)(t) = exp[−0.208t].

At the operation state 1z  the subsystem 4S  becomes a
non-homogeneous regular series-parallel system with
parameters

   kn  = 3, ln = 242, a = 2, q1 = 2/3, q2 = 1/3,

   e1 = 3, e2 = 2,

   p11 = 2/242, p12 = 160/242, p13 = 80/242,

   p21 = 2/242, p22 = 240/242,

and from (10)-(11) the reliability function of this
system is given by

   [R )1(
242,3 )](t

   = 1 – [1 – exp[–19.9892t]]2[1 – exp[–50.2628t]]

−−= ]9892.19exp[2 t ]252.70exp[2 t−

]2628.50exp[ t−+ ]2412.90exp[ t−+

]9784.39exp[ t−−  for t ≥ 0.                                   (17)

According to (14)-(15), the subsystem lifetime mean
value and the standard deviation are

,078.01 ≅M .054.01 ≅σ (18)

At the operation state 2z  the subsystem 4S  becomes a
non-homogeneous regular series-parallel system with
parameters

    kn = 2, ln = 162, a = 1, q1 = 1, e1 = 2,

    p11 = 2/162, p12 = 160/162.

and from (10)-(11) the reliability function of this
system is given by

   [R )2(
162,2 )](t = 1 – [1 – exp[–20.007t]]2

]007.20exp[2 t−= ]014.40exp[ t−−  for t ≥ 0.      (19)

According to (14)-(15), the subsystem lifetime mean
value and the standard deviation are

,075.02 ≅M .056.02 ≅σ (20)

At the operation state 3z  the subsystem 4S  becomes a
non-homogeneous regular series-parallel (series)
system with parameters

   kn = 1, ln = 162, q1 = 1, e1 = 3,

p11 = 2/162, p12 = 160/162,

and from (10)-(11) the reliability function of this
system is given by
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    [ 162,1R )3()](t = exp[–19.999t] for t ≥ 0.                (21)

According to (14)-(15), the system lifetime mean value
and the standard deviation are

,050.03 ≅M .050.03 ≅σ                             (22)

Finally, considering (12), the subsystem 4S
unconditional reliability is given by

)2(
162,2

)1(
242,3 )]([183.0)]([684.0)( ttt RRR ⋅+⋅≅

)3(
162,1 )]([133.0 tR⋅+ ,                                  (23)

where [R )1(
242,3 )](t , [R )2(

162,2 )](t ,  [ 162,1R )3()](t , are
given by (17), (19), (21).
Hence, applying (16) and (18), (20), (22), we get the
mean values and standard deviations of the subsystem
unconditional lifetimes given by

≅M 078.0684.0 ⋅ 075.0183.0 ⋅+

050.0133.0 ⋅+ ,074.0≅                                    (24)

.054.0)1( ≅σ                                                          (25)

References
[1] Grabski, F. (2002). Semi-Markov Models of Systems

Reliability and Operations. Warsaw: Systems
Research Institute, Polish Academy of Sciences.

[2] Ko owrocki, K. (2004). Reliability of Large
Systems. Elsevier, Amsterdam - Boston -
Heidelberg - London - New York - Oxford - Paris -
San Diego - San Francisco - Singapore - Sydney -
Tokyo.

[3] Ko owrocki, K. & Soszy ska, J. (2005). Reliability
and availability of complex systems. Quality &
Reliability Engineering International. 1, 22, J.
Wiley & Sons Ltd., 79-99.

[4] Ko owrocki, K. (2006). Reliability and risk
evaluation of complex systems in their operation
processes. International Journal of Materials &
Structural Reliability. Vol. 4, No 2.

[5] Ko owrocki, K. (2007). Reliability and safety
modelling of complex systems – Part 1. Proc.
Safety and Reliability Seminars – SSARS 2007.
Sopot.

[6] Ko owrocki, K. (2007). Reliability of Large
Systems, in Encyclopedia of Quantitative Risk
Assessment. Everrit, R. & Melnick, E. (eds.), John
Wiley & Sons, Ltd., (to appear).

[7] Kwiatuszewska-Sarnecka, B. (2003). Analiza
niezawodno ciowa efektywno ci rezerwowania w
systemach szeregowych. PhD Thesis. Maritime
Academy, Gdynia – Systems Research Institute,
Polish Academy of Sciences, Warsaw.

[8] Kwiatuszewska-Sarnecka B. (2006). Reliability
improvement of large multi-state parallel-series
systems. International Journal of Automation &
Computing. 2, 157-164.

[9] Kwiatuszewska-Sarnecka, B. (2006). Reliability
improvement of large parallel-series systems.
International Journal of Materials & Structural
Reliability. Vol. 4, No 2.

[10] Milczek, B. (2004). Niezawodno  du ych
systemów szeregowo progowych k z n. PhD Thesis.
Maritime Academy, Gdynia – Systems Research
Institute, Polish Academy of Sciences, Warsaw.

[11] Soszy ska, J. (2006). Reliability of large series-
parallel system in variable operation conditions.
International Journal of Automation & Computing.
2, 3, 199-206.

[12] Soszy ska, J. (2006). Reliability evaluation of a
port oil transportation system in variable operation
conditions. International Journal of Pressure
Vessels and Piping. 4, 83, 304-310.

[13] Soszy ska, J. (2007). Analiza niezawodno ciowa
systemów w zmiennych warunkach
eksploatacyjnych. PhD Thesis. Maritime Academy,
Gdynia – Systems Research Institute, Polish
Academy of Sciences, Warsaw.



A. Kudzys    Transformed conditional probabilities in the analysis of stochastic sequences  -  RTA # 3-4, 2007, December  -  Special Issue

- 140 -

1. Introduction
The stochastic systems and their subsystems consist of
some particular members representing the only
possible failure mode. To particular members belong
cross and oblique sections of tension, compression,
flexural and torsional structures. The structural
members (beams, slabs, columns, walls) of buildings
consist of two or three design particular members and
may be treated as auto systems representing
multicriteria failure modes. An overloading of
members during severe service and climate actions
may provoke a failure of structures. Therefore, the
requirements of design codes should be satisfied at all
sections along structural members.
Structural failures and collapses in buildings and
construction works can be caused not only by
irresponsibility and gross human errors of designers,
builders or erectors but also by some conditionalities of
recommendations and directions presented in design
codes and standards. A possibility to ensure objectively
the safety degree of structures subjected to extreme
service loads, wind gust and snow pressures or wave
surfs is hardly translated into reality using the traditional
deterministic design methods of partial safety factors in
Europe or load and resistance factors in the USA.
It is understandable that probabilistic design
approaches are inevitable for the calibration of partial
factors. However, it should be more expedient to

analyse the structural safety of particular members and
their systems by probability-based methods.
Regardless of efforts to improve and modify
deterministic design approaches, it is inconceivable to
fix a real reliability index of structures a failure domain
of which changes with time. The time-dependent safety
assessment and prediction of deteriorating members
and systems using unsophisticated methods is a
significant concern of researchers.
Despite of fairly developed up-to-date concepts of
reliability, hazard and risk theories, including the
general principles on reliability for structures [6], [7],
[15], it is difficult to apply probability-based
approaches in structural safety analysis. These
approaches may be acceptable to designers and
building engineers only under the indispensable
condition that the safety performance of members and
their systems may be considered in a simple and easy
perceptible manner. In other words, probabilistic
methods may be implanted into structural design
practice only using unsophisticated mathematical
models helping us to assess all uncertainties due to the
features of resistances and action effects of structures.
This paper deals with probability-based safety analysis
of deteriorating and not deteriorating members and
their systems under extreme gravity and lateral
(horizontal) actions using unsophisticated but fairly
exact design models.

Kudzys Antanas
KTU Institute of Architecture and Construction, Kaunas, Lithuania

Transformed conditional probabilities in the analysis of stochastic sequences

Keywords
safety margin, stochastic sequence, conditional probability, system safety

Abstract
The need to use unsophisticated probability-based approaches and models in the structural safety analysis of the
structures subjected to annual extreme service, snow and wind actions is discussed. Statistical parameters of single
and coincident two extreme variable actions and their effects are analysed. Monotone and decreasing random
sequences of safety margins of not deteriorating and deteriorating members are treated, respectively, as ordinary
and generalized geometric distributions representing highly-correlated series systems. An analytical analysis of the
failure or survival probabilities of members and their systems is based on the concepts of transformed conditional
probabilities of safety margin sequences whose statistically dependent cuts coincide with extreme loading
situations of structures. The probability-based design of members exposed to coincident extreme actions is
illustrated by a numerical example.
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2. Time dependent safety margin
According to probability-based approaches (design
level III), the time-dependent safety margin as the
performance of deteriorating particular members may
be presented as follows:

[ ] −θ−θ−θ== )()()(,)(
11

tSStRtgtZ qqggRX

)()(
22

tStS wwqq θ−θ−  ,                                  (1)

where  is the vector of additional variables
characterizing uncertainties of models which give the
values of resistance R , permanent gS , sustained

1qS
and extraordinary

2qS  service and extreme wind wS
action effects of members (Figure 1, a). This vector
may represent also the uncertainties of probability
distributions of basic variables.
According to Rosowsky and Ellingwood [11], the
annual extreme sum of sustained and extraordinary
occupancy live action effects )()()(

21
tStStS qqq +=

can be modelled as an intermittent process and
described by a Type 1 (Gumbel) distribution with the
coefficient of variation 58.0=qS , characteristic qkS
and mean qkqm SS 47.0=  values. Latter on Ellingwood
and Tekie [4] recommended modelling extreme values
of this sum during a 50 years period by a Type 1
distribution with the coefficient of variation

25.0=qS  and mean value qkqm SS = .

It is proposed to model the annual extreme climate
(wind and snow) action effects by Gumbel distribution
law with the mean values equal to

( )wwkwm SkSS 98.01+=  and ( )ssksm SkSS 98.01+=
[3, 6, 7, 13, 15]. According to meteorological data, the
strong wind conditions are characterized by a small
wind extreme velocity variation, i.e. 1.0≈v . On the
contrary, a large variation is characteristic of strong
snow loading. Therefore, the coefficients of variation
of wind and snow loads depending on the feature of a
geographical area are equal to 4.02.0 −=w  and

7.03.0 −=s .
Probability distributions of material properties are
close to a Gaussian distribution [3], [6], [9], [12].
Therefore, a normal distribution or a log-normal
distribution may be convenient in resistance analysis
models [5], [6], [7]. The permanent action effect gS
can be described by a normal distribution law [4], [5],
[6], [10], [12]. Thus, for the sake of design
simplifications, it is expedient to present the expression
(1) in the form:

)()()( tStRtZ c −= ,                                                 (2)

where the component process

ggRc StRtR θ−θ= )()( ,                                         (3)

may be considered as the conventional resistance of
members which may be modelled by a normal
distribution;

S, R
R(t)
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R  (t)
S  +S
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0       1        1           2              2     k
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1 tλ2

Figure 1. Real (a) and conventional (b) models for safety analysis of particular members (sections) of
deteriorating structures

[ ])()()( tStStS wwqq θ+θ= ,                                   (4) [ ])()()( tStStS wwss θ+θ= ,                                    (5)
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are the joint processes of two annual extreme action effects
when floor and roof structures, respectively, are under
consideration. The components in square brackets belonging
to the wind action effect are used in design analysis of wind-
resistant members and systems. The action effect )(tS s  in
Equation (5) is caused by extreme snow loads.

3. Safety margin sequences with independent cuts
The data presented in Section 2 allow us to model
extreme service and climate action effects as
intermittent rectangular pulse renewal processes. These
time-variant intermittent action effects belong to
persistent design situations in spite of the short period
of extreme events being much shorter than the design
working life of structures. When variable action effects
may be treated as rectangular pulse processes, the
time-dependent safety margin (2) may be expressed as
the finite rank random sequence and written as:

kckk SRZ −= , nnk ,1...,,3,2,1 −= .            (6)

There

ggkRck SRR θ−θ= ,                                             (7)

wkwqkqk SSS θ+θ=  or wkwsksk SSS θ+θ= ,     (8)

are the components of this non-stationary sequence;
ntn λ=  is the number of sequence cuts as critical

events (situations) during design working life nt  of
members (Figure 1, b), where λ=λ t1  is a mean
renewal rate of these events per unit time when their
return period is λt .
Usually the components ckR  and kS  are stochastically
independent. The instantaneous survival probability of
a member at k-th extreme situation (assuming that it
was safe at the situations 1, 2, …, 1−k ) is:

{ } dxxFxfSR kSckRkcksk )()(
0
∫=>=
∞

PP , (9)

where )(xf ckR  and )(xF
kS  are the density and

distribution functions of a conventional resistance ckR
by (7) and an extreme action effect kS  by (8). In this
case, the instantaneous failure probability of members
may be presented as:

( )∏
−

=

−=
1

1
1

k

i
siskfk PPP .                                          (10)

Thus, the random sequence of safety margins may be
treated as a geometric distribution with ranked

instantaneous survival probabilities of members
fnnffkff PPPPP <<<<< −1,21 ......  calculated by

Equation (10).

Z

> >…> >…> >
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P P P P

P P P
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2 k nn-1

Figure 2. The scheme of series systems

Failure probabilities of structures should always be
defined for some reference period nt  or as a number of
extreme events n  during this period. The scheme of
series systems representing the safety margin
sequences is given in Figure 2. When the cuts of rank
random sequences are statistically independent, the
cumulative distribution function and similarly a failure
probability of members during their service life [ ]nt,0
with n  extreme situations may be presented as
follows:

{ } ( )∑ 
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=

n

k
sk

n

i
sisn PPP                      (11)

When the resistance )(tR  is a time-invariant function
and treated as a stationary process, the instantaneous
survival probability skP  by (9) is characterized by the
same value for all cuts of the monotone sequence. In
this case, Equation (11) becomes a cumulative
distribution function of an ordinary geometric
distribution as follows:

{ } ( ) n
fkNf nNnF PPP −−=≤== 11)( .    (12)

The failure probability of members may be
approximated by Equations (11) and (12) only for
situations in which a variance of the action effect S2

is much larger than the value cR2  for their
conventional resistance by (7).
4. Safety margin sequences with dependent cuts
In design practice, only recurrent extreme action
effects caused by extraordinary service and climate
loads may be treated as stochastically independent
variables. Usually, random sequence cuts of the safety
margin (6) are dependent. The value of a coefficient of
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autocorrelation klρ  of sequence cuts depends on
uncertainties of material properties and dimensions of
members. This coefficient may be defined as:

( ) ( ) ( )lklklkkl ZZZZCovZZ ×=ρ=ρ ,, ,    (13)

where ( )lk ZZCov ,  and lk ZZ ,  are an
autocovariance and standard deviations of the random
safety margins kZ  and lZ .
The finite random sequence of member safety margins
may be treated as a series stochastic system. The
survival probability of highly correlated series systems
consisting of two dependent elements can be expressed
as follows:

{ } { }0000 12121 >>×=>> ZZZZ s PPP I

( ),21221 PPPPP ×−+×= s
a

ss ρ          (14)

where ( )1298.015.4 ρ−≈a  is the bond index of
survival probabilities of second-order series systems.
The data calculated by (14) and computed by the
complex numerical integration method presented by
Ahammed and Melchers [1] are very close. Thus, a
conditional probability { }00 12 >> ZZP  may be

transformed to a probability



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s P
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Therefore, Equation (14) may be presented in the form:

{ } 2121 00 ssZZ PPP ×≈>> I




















−ρ+× 111

1
12

s

a

P
                              (15)

For not deteriorating structures, a member resistance is
a time-invariant fixed random function the numerical
values of which are random only at the beginning of a
process. Therefore, the coefficient of correlation (13)
of monotone sequence cuts may be expressed as:

( )ckkl RS 2211 +=ρ .                              (16)

When the monotone rank sequence of safety margins
consists of n  dependent elements, a failure probability
of members is:

{ }






 >−=







 ≤=≤=

==
IU
n

k
k

n

k
kf ZZnN

11
010 PPPP

.1111
1−




















−+−≈

n

sk

a
kl

n
sk P

P ρ                  (17)

When a ratio of variances 122 >ck RS , the

coefficient 0≈ρa
kl  and the failure probability (17)

becomes ( ) n
fkf PP −−= 11  as it is expressed by

Equation (12).
A long-term survival probability of not deteriorating
members is:
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The decreasing rank sequence of safety margins of
deteriorating members may be treated as a generalized
geometric distribution. Similar to Equation (17), the
failure probability of these members as series systems
may be calculated by the formula:
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where the transformed rank coefficient of correlation is

( ) ( )1... 122,1,1... −ρ+ρ++ρ+ρ=ρ −− kkkkkkkk   (20)

The long-term survival probability of deteriorating
members fs PP −= 1 , where the probability fP  is
given in (19).
The presented method of transformed conditional
probabilities may also be successfully used in the
reliability analysis of random systems consisting of
individual components and characterizing different
failure modes of structures. In this case, it is expedient
to base the structural safety analysis of systems on the
ranked survival probabilities of their members as:

snnsskss PPPPP >>>>>> −1,21 ......  (Figure 2). A
rank correlation matrix of systems is constructed
taking into account this analysis rule.

4. The system of safety margin sequences
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Due to the complexity of mathematical models, it is
rather difficult to assess and predict a failure probability
of structures subjected to two and more coincident
recurrent and different by nature extraordinary actions.
The methods based on the Markov-chain model and
Turkstra’s rule [14] may be quite unacceptable in a
probabilistic analysis of not only deteriorating but also
not deteriorating members and their systems. The
Markov-chain model may be quite inaccurate for
reliability analysis of members exposed to multiple
combination of action-effect processes [12]. The
Turkstra’s rule may be assumed only in the case when the
principal extreme load is strongly dominant [10].
Failure probabilities of members may be computed by
modified numerical integration methods. It is suggested
to use the theoretical expression of the cumulative
distribution function of the maximum intensity of two
load processes [10], the load overlap method [12] and the
improved upper bounding techniques [13]. It leads to
sufficiently accurate values but it is hard to realize these
recommendations in engineering practice.
The need to simplify a reliability analysis of
deteriorating structures is especially urgent. In any
analysis case, it must be taken into account that a
member failure caused by two statistically independent
extreme action effects may occur not only in the case of
their coincidence but also when the value of one out of
two effects is extreme. Therefore, three finite random
sequences of safety margins should be considered:

kckk SRM 11 −= , 1...,,2,1 nk = ,                 (21)

kckk SRM 22 −= , 2...,,2,1 nk = ,                 (22)

kckk SRM 33 −= , 3...,,2,1 nk = .                 (23)

There kkk SSS 213 +=  is the joint action effect, the
recurrence number of which during the period of time
[ ]nt,0  may be calculated by the equation:

( ) 21213 λλ+= ddtn n ,                              (24)

where 1d , 2d  and 1λ , 2λ are durations and renewal
rates of extreme actions [8].
Mostly, the duration qd  of annual extreme gravity
service loads is from 1 to 3 days. The durations of annual
extreme snow and wind loads, respectively, are: =sd 14-
28 days and =wd 8-12 hours. The renewal rates of these
actions are: =λ=λ=λ wsq 1/year. Therefore, for 50
years reference period, the recurrence numbers of
extreme actions are: =qwn 0.2-0.5 and =swn 2-4.

When probability distributions of random variables X
and Y  obey a Gumbel distribution law, the bivariate
density function of the random variable YXZ +=
may be presented in the form:

( )XXyzfzf mxz 45.0,)( −−∫=
∞

∞−

( )dyYYyf my 45.0, −× ,                 (25)

where mX , mY  and X , Y  are means and standard
deviations of these variables.
Taking into account that YXZ 222 +=  is the
variance of bivariate probability distribution, the joint
density function may be expressed as:

( )zZZ azfzf ,)( ≈ ,  (26)

( ) ( ) 2/12245.019.0 YXYXYXa mmz +−+−+= .
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Figure 3. Bivariate density functions calculated by
Equations (25) – 1 and (26) – 2: the coefficients of
correlation == YX 0.10 (a) and 0.224 (b)

The probability density curves of joint extreme
variable YXZ +=  are given in Figure 3. It is not
difficult to ascertain that the difference between the
values computed by Equations (25) and (26) is fairly
small. Besides, the upper tails of both density curves
coincides. Therefore, in design practice it is expedient
to use the conventional bivariate distribution function
of two independent extreme action effects with the
mean mkmkmk SSS ,2,1,3 +=  and the variance

kkk SSS 2
2

1
2

3
2 += .

6. Numerical example
The knee-joints of not deteriorating concrete frames of
reliability class RC2 are under exposure of shear forces
during 50 years period (Figure 4). The shear resistance
of knee-joints is expressed as: cbhfR 068.0= . The
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characteristic, design and mean values of the concrete
compressive strength and shear resistance of knee-
joints are:

=ckf 30 MPa, =cdf 20 MPa, =cmf 38 MPa;

=kR 306 kN, =dR 204 kN, =mR 387.6 kN.

The variance of shear resistance of knee-joints is:

( ) 4.24616.387128.0 22 =×=R  (kN)2.

1 - 1
V V Vg s w

1
b = 0.3 m

h = 0.5 m

1

Figure 4. The knee-joint of concrete frames

The characteristic and design values of shear forces
caused by permanent, snow and wind loads are:

=gkV 77.72 kN,

== wksk VV 38.86 kN;

92.10435.172.77 =×=gdV  kN,

=sdV 38.86 × 1.5 = 58.29 kN,

=××= 5.17.086.38wdV 40.8 kN.

Thus, the joint design shear force

=++= wdsdgdd VVVV 204 kN dR= .

Therefore, according to deterministic calculation data,
the frame knee-joints are reliable.
The coefficients of variation, means and variances of
these extreme shear forces are:

=gV 0.1,

== gkgm VV 77.72 kN,

=gV2 60.4 (kN)2;

=sV 0.6,

( ) =+= ssksm VkVV 98.01 15.21 kN,

=sV2 83.25 (kN)2;

=wV 0.3,

( ) =+= wwkwm VkVV 98.01 21.86 kN;

=wV2 43.0 (kN)2.

The parameters of additional variables are:

=θRm 1.0,

=θR 0.1;

=θVm 1.0,

=θ=θ sg =wθ 0.1,

=θ sw 0.15.

Thus, the variances of revised shear forces are:

( ) =ggVθ2 120.8 (kN)2,

( ) =θ ssV
2 85.56 (kN)2,

( ) =θ wwV2 47.8 (kN)2,

( ) =θ swswV2 157.17 (kN)2.

The parameters of conventional shear resistance (3)
are:

=cmR 387.6 – 77.72 =309.9 kN,

=cR2 1.0 × 2461.4 + 387.62 × 0.01

             + 120.8 = 4084.6 (kN)2.

According to (16), the coefficients of autocorrelation
of the safety margins wcw VRZ −= , scs VRZ −=  and

wscsw VVRZ −−=  of considered knee-joints are:

=ρ klw, 0.9884,
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=ρ kls, 0.9795,

=ρ klsw, 0.9629.

The recurrence number of joint action effect
ws VV + calculated by Equation (24) is:

=3n 50 [21/365 + 12/(24 × 3.65)] 1 × 1 = 2.945.

According to (9), the instantaneous survival
probabilities of members are:

=wsk ,P 0.99999617,

=ssk ,P 0.99999728,

=swsk ,P 0.9999837.

Therefore, according to (18), the partial long-term
survival probabilities of analysed knee-joints are:

=swP 0.9999717,

=ssP 0.9999710,

=sws,P 0.9999747.

According to (13), the coefficients of cross-correlation
of safety margins are:

=ρsw 0.9839,

=ρ sww, 0.9871,

=ρ sws, 0.9914.

 From Equation (19), the total survival probability of
knee-joints is:

   P = 0.9999747 × 0.9999717 × 0.9999710

      × 













 −+ 1

9999717.0
198767.01 84.11

     × 













 −+ 1

9999747.0
19871.01 73.11  = 0.9999635.

It corresponds to the reliability index
)8.3(97.3 min =β>=β  [5].

Despite high-correlated cuts of the safety margin
sequences wZ , sZ  and swZ  of knee-joints,
considerable differences among their instantaneous and
long-term survival probabilities are corroborated.
The reliability verification of knee-joints of concrete
frames by the deterministic partial factor method and
probability-based approaches practically gave the same
results.

7. Conclusion
When the system may be subjected to annual extreme
service and climate actions, it is expedient to express
its member performance processes by finite random
sequences of safety margins, the dependent cuts of
which coincide with the extreme loading situations of
structures. Therefore, the generalized geometric
distribution as the decreasing stochastic sequence may
be successfully used in failure or survival probability
analysis of highly correlated series systems. It leads to
considerable perfections of probability-based analysis
of deteriorating structures subjected to recurrent single
and coincident actions as intermittent rectangular pulse
renewal processes. A Gumbel distribution law may be
used not only for joint sustained and extraordinary
variable service loads but also for the sum of annual
extreme action effects.
For the sake of simplifications of probabilistic time-
dependent safety analysis of members, it is
recommended to use design models with their
conventional resistances and correlated sequence cuts
of safety margins representing a variety of load
combinations. The presented unsophisticated
probability-based approaches and models may
stimulate engineers having minimum appropriate skills
to use full probabilistic methods in their engineering
practice more courageously and effectively. It should
be one more remedy in the struggle against
deterministic approaches in the structural design.
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1. Introduction
Most real systems are very complex and it is difficult
to analyze and to improve their reliability. Large
numbers of components and subsystems and their
operating complexity cause that the evaluation of their
reliability is complicated. As a rule these are series
systems, parallel systems or “m out of n” systems
composed of a large number of components. One of
the important techniques for reliability evaluation of
large systems is the asymptotic approach. The
mathematical methods are based on the limit theorems
of order statistics distributions considered in a wide
literature. These theorems generated investigations on
limit reliability functions for systems with two-state
components. Next, more general systems with multi-
state components began to be considered. The
asymptotic approach is also very useful in reliability
improvement of large multi-state systems because of
simplifying the calculation.

2. Multi-state and asymptotic approach
In multi-state reliability analysis presented in this
paper it is supposed that:
- Ei, i = 1,2,...,n, are components of a system,
- all components and a system under consideration

have the state set {0,1,...,z},
- the state indices are ordered, the state 0 is the worst

and the state z is the best,

- Ti(u), i = 1,2,...,n, are independent random variables
representing the lifetimes of the components Ei in the
state subset {u,u+1,...,z} while they were in the state
z at the moment t = 0,

- T(u) is a random variable representing the lifetime of
a system in the state subset {u,u+1,...,z} while it was
in the state z at the moment t = 0,

- the system state degrades with time t without repair,
- ei(t) is a component Ei state at the time t, t > 0,
- s(t) is a system state at the moment t, t > 0.

Definition 2.1. A vector

)],(),...,1,(),0,([),( ztRtRtRtR iiii =⋅ ,
   t ∈ (-∞,∞), i = 1,2,...,n,

where

),)(())0()((),( tuTPzeutePutR iiii >==≥=
t ∈ (-∞,∞), u = 0,1,...,z,

is the probability that the component Ei is in the state
subset {u,u+1,...,z} at the time t, t ∈ (-∞,∞) while it was
in the state z at the moment t = 0, is called the multi-
state reliability function of a component Ei.

Definition 2.2. A vector

Kwiatuszewska-Sarnecka Bo ena
Gdynia Maritime University, Poland

On asymptotic approach to reliability improvement of multi-state systems
with components quantitative and qualitative redundancy:
series and parallel systems

Keywords
reliability improvement, limit reliability functions

Abstract
The paper is composed of two parts, in this part after introducing the multi-state and the asymptotic approaches to
system reliability evaluation the multi-state homogeneous series and parallel systems with reserve components are
defined and their multi-state limit reliability functions are determined. In order to improve of the reliability of
these systems the following methods are used: (i) a warm duplication of components, (ii) a cold duplication of
components, (iii) a mixed duplication of components, (iv) improving the reliability of components by reducing
their failure rate. Next, the effects of the systems’ reliability different improvements are compared.
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)],(),...,1,(),0,([),( ztttt nnnn RRRR =⋅ ,
   t ∈ (-∞,∞),

where

),)(())0()((),( tuTPzsutsPutn >==≥=R

   t ∈ (-∞,∞), u = 0,1,...,z,

is the probability that the system is in the state subset
{u,u+1,...,z} at the moment t, t ∈ (-∞,∞) while it was in
the state z at the moment t = 0, is called the multi-state
reliability function of a system.

In the asymptotic approach to system reliability
analysis we are interested in limit distributions of a
standardized random variable

   (T(u) - bn(u))/an(u), u = 1,2,...,z,

where T(u) is the lifetime of the system in the state
subset {u,u+1,...,z} and ,0)( >uan ),,()( ∞−∞∈ubn u =
1,2,...,z, are some suitably chosen numbers, called
normalizing constants.

Since

))()()((

))(/))()(((

ubtuauTP

tuaubuTP

nn

nn

+>=

>−

),),()(( uubtua nn += nR   u = 1,2,...,z,

where

)],,(),...,1,(),0,([),( ztttt nnnn RRRR =⋅  t ∈ (-∞,∞),

is the multi-state reliability function of the system, then
we assume the following definition.

Definition 2.3. A vector

)],,(),...,1,(,1[),( zttt ℜℜℜ =⋅ t ∈ (-∞,∞),

is called the limit multi-state reliability function of the
system if there exist normalizing constants an(u) > 0,
bn(u) ∈ (-∞,∞) such that

∞→n
lim ),()),()(( utuubtua nnn ℜ=+R ,

t ∈ Cℜ(u), u = 1,2,...,z,

where Cℜ(u) is the set of continuity points of ℜ(t,u).

The knowledge of the system limit reliability function
allow us, for sufficiently large n, to apply the following
approximate formula

),),(/))(((),( ⋅−=⋅ uaubttR nnn ℜ t ∈ (-∞,∞).         (1)

3. System reliability improvement

3.1. Reliability improvement of a multi-state
series system
Definition 3.1. A multi-state system is called a series
system if its lifetime T(u) in the state subset
{u,u+1,...,z} is given by

)},({min)(
1

uTuT ini≤≤
=  u = 1,2,...,z.

Figure 1. The scheme of a homogeneous series system

Definition 3.2. A multi-state series system is called
homogeneous if its component lifetimes Ti(u) in the
state subsets {u,u+1,...,z} have an identical distribution
function

   Fi(t,u) = F(t,u), u = 1,2,...,z, t ∈ (-∞,∞), i = 1,2,...,n,

The reliability function of the homogeneous multi-state
series system is given by

)],(),...,1,(,1[),( zttt nnn RRR =⋅ ,

where

n
n utRut )],([),( =R , t ∈ (-∞,∞), u = 1,2,...,z.

Definition 3.3. A multi-state series system is called a
system with a hot reserve of its components if its
lifetime T(1)(u) in the state subset {u,u+1,...,z} is given
by

,)}}({max{min)(
211

)1( uTuT ijjni ≤≤≤≤
= u = 1,2,...,z,

where Ti1(u) are lifetimes of components in the basic
system and Ti2(u) are lifetimes of reserve components.

The reliability  function of the  homogeneous  multi-
state  series system  with a hot  reserve  of  its
components is  given by

)1(
nRI (t ⋅, ) = [1, )1(

nRI (t,1),..., )1(
nRI (t,z)],

E1 E2 En-1 En
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where

,])),((1[),( 2)1( n
n utFut −=RI t ∈ (-∞,∞). (2)

Lemma 3.1. If
(i) ),()1( utℜΙ  = exp[- ),( utV ], u = 1,2,...,z, is non-

degenerate reliability function,
(ii) )1(

nRI (t,u), t ∈ (-∞,∞), u = 1,2,...,z, is the
reliability function of non-degenerate multi-
state series system whit a hot reserve of its
components defined by (2),

(iii) an (u) > 0, bn (u)∈ (-∞,∞), u = 1,2,...,z,
then

∞→n
lim ))()(()1( ubtua nn +nRI  = ),()1( utℜΙ , t ∈ ℜC ,

    u = 1,2,...,z,

if and only if

2))]()(([lim ubtuaFn nnn
+

∞→
 =V(t,u), t ∈ VC ,

u = 1,2,...,z.

Proposition 3.1. If components of the homogeneous
multi-state series system with a hot reserve of its
components have multi-state exponential reliability
functions

and an(u) =
)(

1
uλ

, bn(u) =0, u = 1,2,...,z,

then

)1(ℜΙ (t,u) = 1, t < 0,

)1(ℜΙ (t,u) = exp[-t2], t ≥ 0, u = 1,2,...,z,

is its limit reliability function.

The proof of Proposition 3.1 is given in [9].

Corollary 3.1. The reliability function of exponential
series system whit a hot reserve of its components is
given by

1),()1( =utnRI , t < 0,

])(exp[),( 22)1(
n ntuut λ−≅RI , t ≥ 0 , u = 1,2,...,z. (3)

Definition 3.4. A multi-state series system is called a
system with a cold reserve of its components if its
lifetime T(2)(u) in the state subset {u,u+1,...,z} is given
by

})({min)(
2

11

)2( ∑=
=≤≤ j

ijni
uTuT , u = 1,2,...,z,

where Ti1(u) are lifetimes of components in the basic
system and Ti2(u) are lifetimes of  reserve components.
The reliability function of the homogeneous multi-state
series system with cold reserve of its components is
given by

)2(
nRI (t ⋅, ) = [1, )2(

nRI  (t,1),..., ),()2( ztnRI ],

where

nutFutFut )],(),(1[),()2( ∗−=nRI , t ∈ (-∞,∞),         (4)
 u = 1,2,...,z.

Lemma 3.2. If
(i) ),()2( utℜΙ  = exp[- ),( utV ] u = 1,2,...,z, is non-

degenerate reliability function,
(ii) )2(

nRI (t,u), t ∈ (-∞,∞), u = 1,2,...,z, is the
reliability function of non-degenerate multi-
state series system whit a cold reserve of its
components defined by (4),

(iii) an (u) > 0, bn (u)∈ (-∞,∞),
then

∞→n
lim ))()(()2( ubtua nn +nRI  = ),()2( utℜΙ , t ∈ ℜΙC ,

   u = 1,2,...,z,

if and only if

∞→n
lim ))]()(())()(([ ubtuaFubtuaFn nnnn +∗+

   =V(t,u), t ∈ VC ,  u = 1,2,...,z.

Proposition 3.2. If components of the homogeneous
multi-state series system with a cold reserve of its
components have multi-state exponential reliability
functions

and ,0)(,
)(
2)( == ub

nu
ua nn

λ
u = 1,2,...,z,

then

),()2( utℜΙ = 1, t < 0,

),()2( utℜΙ = exp[-t2], t ≥ 0, u = 1,2,...,z,

is its limit reliability function.

The proof of Proposition 3.2 is given in [9].
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Corollary 3.2. The reliability function of exponential
series system whit a cold reserve of its components is
given by

1),()2( =utnRI , t < 0,

]2/)(exp[),( 22)2(
n ntuut λ−≅RI , t ≥ 0, (5)

   u =1,2,...,z.

Definition 3.5. A multi-state series system is called a
system with a mixed reserve of its components if its
lifetime T(3)(u) in the state subset {u,u+1,...,z} is given
by

,)}}({min)}},({max{minmin{

)(
2

1112111

)3(

∑=
=≤≤+≤≤≤≤ j

ijninsijjnsi
uTuT

uT

u = 1,2,...,z,

where Ti1(u) are lifetimes of components in the basic
system and Ti2(u) are lifetimes of  reserve components
and s1,  s2, where s1+  s2 = 1 are fractions of the
components with hot and cold reserve, respectively.

The reliability function of the homogeneous multi-state
series system with a mixed reserve of its components is
given by

)3(
nRI (t ⋅, ) = [1, )3(

nRI (t,1),..., ),()3( ztnRI ],

where

)3(
nRI nsns utFutFutFut 212 )],(),(1[])),((1[),( ∗−−= , (6)

   t ∈ (-∞,∞), u = 1,2,...,z.

Lemma 3.3. If
(i) ),()3( utℜΙ  = exp[ ),( utV− ], u = 1,2,...,z, is

non-degenerate reliability function,
(ii) )3(

nRI (t,u), t ∈ (-∞,∞), u = 1,2,...,z, is the
reliability function of non-degenerate multi-
state series system whit a mixed reserve of its
components defined by (6),

(iii) an (u) > 0, bn (u)∈ (-∞,∞), u = 1,2,...,z,
then

∞→n
lim ))()(()3( ubtua nn +nRI = ),()3( utℜΙ , t ∈ ℜΙC ,

   u = 1,2,...,z,

if and only if

∞→n
lim ))]()(([2 1 ubtuaFns nn +

))]()(())()(([2 ubtuaFubtuaFns nnnn +∗++ =V(t,u),
   t ∈ VC , u = 1,2,...,z.

Proposition 3.3. If components of the homogeneous
multi-state series system with a mixed reserve of its
components have multi-state exponential reliability
functions

and ,0)(,
)(
1)( == ub

nu
ua nn

λ
u = 1,2,...,z,

then

),( utℜΙ = 1 for t < 0,

),( utℜΙ  = exp[-(2s1+s2) t2/2] , t ≥ 0, u = 1,2,…,z,

is its limit reliability function.

Corollary 3.3. The reliability function of exponential
series system whit mixed reserve of its components is
given by

1),()3( =utnRI , t < 0,

]2/)2()(exp[),( 2
21

2)3( tssnuut +λ−≅nRI , t ≥ 0, (7)
   u = 1,2,...,z.

Proposition 3.4. If components of the homogeneous
multi-state series system have improved component
reliability functions i.e. its components failure rates
λ(u) is reduced by a factor ρ(u), ρ(u)∈ <0,1>,
u = 1,2,...,z, i.e.

R~ (t,u) = 1, t < 0,

R~ (t,u) = exp[- tuu )()( ρλ ], t ≥ 0, )(uλ > 0,
   u = 1,2,…,z,

and   an(u) =
nuu )()(

1
ρλ

, bn(u) = 0, u = 1,2,...,z,

then

),()4( utℜΙ = 1, t < 0,

),()4( utℜΙ  = exp[-t], t ≥ 0, u = 1,2,...,z,

is its limit reliability function.

Corollary 3.4. The reliability function of exponential
series system whit improved reliability functions of its
components is given by



B. Kwiatuszewska-Sarnecka      On asymptotic approach to reliability improvement of multi-state systems
with components quantitative and qualitative redundancy: series and parallel systems    -    RTA # 3-4, 2007, December  -  Special Issue

- 154 -

1),()4( =utnRI , t < 0,

])()(exp[),()4( tunuut ρλ−=nRI , t ≥ 0, u = 1,2,...,z. (8)

3.2. Reliability improvement of a multi-state
parallel system
Definition 3.6. A multi-state system is called a parallel
system if its lifetime T(u) in the state subset
{u,u+1,...,z} is given by

)},({max)(
1

uTuT ini≤≤
= u = 1,2,...,z.

Figure 2. The scheme of a homogeneous parallel
system

Definition 3.7. A multi-state parallel system is called
homogeneous if its component lifetimes Ti(u) in the
state subsets {u,u+1,...,z} have an identical distribution
function

   Fi(t,u) = F(t,u), u = 1,2,...,z, t ∈ (-∞,∞), i = 1,2,...,n.

The reliability function of the homogeneous multi-state
parallel system is given by

)],(),...,1,(,1[),( nnn zttt RRR =⋅ ,

where

n
n utFut )],([1),( −=R , t ∈ (-∞,∞), u = 1,2,...,z.

Definition 3.8. A multi-state parallel system is called a
system with a hot reserve of its components if its
lifetime T(1)(u) in the state subset {u,u+1,...,z} is given
by

,)}}({max{max)(
211

)1( uTuT ijjni ≤≤≤≤
= u = 1,2,...,z,

where Ti1(u) are lifetimes of components in the basic
system and Ti2(u) are lifetimes of reserve components.

The reliability function of the homogeneous multi-state
parallel system with a hot reserve of its components is
given by

)1(
nIR (t ⋅, ) = [1, )1(

nIR (t,1),..., )1(
nIR (t,z)],

where

,])),([(1),( 2)1( n
n utFut −=IR t ∈ (-∞,∞),                  (9)

   u = 1,2,...,z.

Lemma 3.4. If
(i) )1(Ιℜ (t,u) = exp[- ),( utV ], u = 1,2,...,z, is non-

degenerate reliability function,
(ii) )1(

nIR (t,u), t ∈ (-∞,∞), u = 1,2,...,z, is the
reliability function of non-degenerate multi-
state parallel system whit a hot reserve of its
components defined by (9),

(iii) an (u) > 0, bn (u)∈ (-∞,∞), u = 1,2,...,z,
then

∞→n
lim ))()(()1( ubtua nnn +IR = ),( utΙℜ , t ∈ ΙℜC ,

u = 1,2,...,z,

if and only if

))]()(([2lim ubtuaRn nnn
+

∞→
 =V(t,u), t ∈ CV,

   u = 1,2,...,z.

Proposition 3.5. If components of the homogeneous
multi-state parallel system with a hot reserve of its
components have multi-state exponential reliability
functions

and   an(u) =
)(

1
uλ

, bn(u) =
)(

2log
u

n
λ

, u = 1,2,...,z,

then

   Iℜ (1)(t) = 1 - exp[-exp[-t]], t ∈ (-∞,∞), u = 1,2,...,z,

is its limit reliability function.

Proof: Since for all fixed u, we have

∞→
+

=+
)(
2log)()(

u
ntubtua nn λ

 as ∞→n

for ),,( ∞−∞∈t  u = 1,2,...,z.

Therefore

))()((2lim),( ubtuanRutV nnn
+=

∞→

))]()()((exp[2lim ubtuaun nnn
+−=

∞→
λ

]2logexp[2lim ntn
n

−−=
∞→
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]exp[ t−= , ),,( ∞−∞∈t

which by Lemma 3.4 completes the proof.
Corollary 3.5. The reliability function of exponential
parallel system whit a hot reserve of its components is
given by

]2log)(exp[exp[1),()1( ntuut +λ−−−≅nIR ,              (10)
),,( ∞−∞∈t u = 1,2,...,z.

Definition 3.9. A multi-state parallel system is called a
system with a cold reserve of its components if its
lifetime T(2)(u) in the state subset {u,u+1,...,z} is given
by

})({max)(
2

11

)2( ∑=
=≤≤ j

ijni
uTuT , u = 1,2,...,z,

where Ti1(u) are lifetimes of components in the basic
system and Ti2(u) are lifetimes of reserve components.

The reliability function of the homogeneous multi-state
parallel system with a cold reserve of its components is
given by

)2(
nIR (t ⋅, ) = [1, )2(

nIR  (t,1),..., )()2( t,znIR ],

where

n
n utFutFut )],(),([1),()2( ∗−=IR ,                          (11)

   t ∈ (-∞,∞), u = 1,2,...,z.

Lemma 3.5. If
(i) )2(Ιℜ (t,u) = exp[-V(t,u)], u = 1,2,...,z, is non-

degenerate reliability function,
(ii) )2(

nIR (t,u), t ∈ (-∞,∞), u = 1,2,...,z, is the
reliability function of non-degenerate multi-
state parallel system whit a cold reserve of its
components defined by (11),

(iii) an (u) > 0, bn (u)∈ (-∞,∞), u = 1,2,...,z,
then

∞→n
lim ))()(()2( ubtua nnn +IR = ),()2( utΙℜ ,

t ∈  ℜC , u = 1,2,...,z,

if and only if

∞→n
lim ))]()(())()((1[ ubtuaFubtuaFn nnnn +∗+−

= V(t,u), t ∈ CV, u = 1,2,...,z.

Proposition 3.6. If components of the homogeneous
multi-state parallel system with a cold reserve of its
components have multi-state exponential reliability
functions

and ,
)(

1)(
u

uan λ
= ,

)()(
)](exp[

n
ubu
ub

n

n =
λ

λ
u = 1,2,...,z,

then

   Iℜ(2) (t,u) = 1 - exp[-exp[-t]], t ∈ (-∞,∞),
   u = 1,2,...,z,

is its limit reliability function.

Proof: Since for all fixed u, we have

∞→+ )()( ubtua nn  as ∞→n , ),,( ∞−∞∈t u =
1,2,...,z.

Therefore

   V(t,u)

   =
∞→n

lim ))]()(())()((1[ ubtuaFubtuaFn nnnn +∗+−

))]()()((exp[

)))()()((1[(lim

ubtuau

ubtuaun

nn

nnn

+−

⋅++=
∞→

λ

λ

))]()((exp[))()(1[(lim ubutubutn nnn
λλ +−++=

∞→

]exp[]
)]()(exp[

)()(
)]()(exp[

1[lim t
ubu

ubu
ubu

tn
n

n

nn
−+

+
=

∞→ λ
λ

λ

]exp[ t−=  for ),,( ∞−∞∈t

which by Lemma 3.5 completes the proof.

Corollary 3.6. The reliability function of exponential
parallel system whit a cold reserve of its components is
given by

)]()()(exp[exp[1),()2( ubutuut nλ+λ−−−≅nIR ,        (12)
),,( ∞−∞∈t u = 1,2,...,z.

Definition 3.10. A multi-state parallel system is called
a system with a mixed reserve of its components if its
lifetime T(3)(u) in the state subset {u,u+1,...,z} is given
by
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j
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ijjnsi

uT

uTuT

u = 1,2,...,z,

where Ti1(u) are lifetimes of components in the basic
system and Ti2(u) are lifetimes of reserve components
and s1,  s2, where s1+  s2 = 1 are fractions of the
components with hot and cold reserve, respectively.

The reliability function of the homogeneous multi-state
parallel system with mixed reserve of its components is
given by

)3(
nIR (t ⋅, ) = [1, )3(

nIR (t,1),..., )()3( t,znIR ],

where

)3(
nIR nsns utFutFutFut 212 )],(),([])),([(1),( ∗−= ,  (13)

t ∈ (-∞,∞), u = 1,2,...,z.

Lemma 3.6. If
(i) )3(Ιℜ (t,u) = exp[ ),( utV− ], u = 1,2,...,z, is non-
       degenerate reliability function,
(ii) )3(

nIR (t,u), t ∈ (-∞,∞), u = 1,2,...,z, is the reliability
       function of non-degenerate multi-state parallel
       system with a mixed reserve of its components
       defined by (13),
(iii) an (u) > 0, bn (u)∈ (-∞,∞), u = 1,2,...,z,
then

∞→n
lim ))()(()3( ubtua nnn +IR = ),()3( utΙℜ ,t∈  ℜC ,

   u = 1,...,z,

if and only if

∞→n
lim ))]()(([2 1 ubtuaRns nn +

))]()(())()((1[2 ubtuaFubtuaFns nnnn +∗+−+

   =V(t,u), t ∈ CV, u = 1,2,...,z.

Proposition 3.7. If components of the homogeneous
multi-state parallel system with a mixed reserve of its
components have multi-state exponential reliability
functions and

   an (u) =
1)()(

1
−ubu nλ

, ns
ubu

ubu

n

n
2)()(

)]()(exp[
=

λ
λ

,

then

   Iℜ(3) (t,u) =1 - exp[-exp[-t]], t∈ (-∞,∞), u = 1,…,z,

is its limit reliability function.

Proof: Since for all fixed u, we have
∞→+ )()( ubtua nn  as ∞→n , ),,( ∞−∞∈t

and

0
1)()(

1
→

−ubu nλ
 as ∞→n , ).,( ∞−∞∈t

Therefore

))]()()((exp[2[lim),( 1 ubtuausnutV nnn
+−=

∞→
λ

)))()()((1[(2 ubtuaus nn +++ λ

))]]]()()((exp[ ubtuau nn +−λ

))]()()((exp[lim ubtuaun nnn
+−=
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λ

))()()((2 ubtuaus nn +λ

]
))()()((

2
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2

12

ubtuaus
ss

nn +
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+
λ

])()(exp[lim tuau nn
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)()(log)()(exp[ 2 ubunsubu nn λλ +−

)]1(1)]][1(1[ oo +++ ]exp[ t−= ,
),,( ∞−∞∈t u = 1,2,…,z,

which by Lemma 3.6 completes the proof.

Corollary 3.7. The reliability function of parallel
system whit a mixed reserve of its components is given
by

),()3( utnIR

)]1)()((
)(

1)()(exp[exp[1 −+
−

−−−≅ ubut
ub
ubu

n
n

n λ
λ ,

),,( ∞−∞∈t u = 1,2,...,z. (14)

Proposition 3.8. If components of the homogeneous
multi-state parallel system have improved component
reliability functions i.e. its components failure rates
λ(u) is reduced by a factor ρ(u), ρ(u)∈<0,1>,
u = 1,2,...,z, and
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an(u) =
)()(

1
uu ρλ

, bn(u) =
)()(

log
uu

n
ρλ

, u = 1,2,...,z,

then
]],exp[exp[1),()4( tut −−−=Ιℜ t ∈ (-∞,∞),

   u = 1,2,...,z,

is its limit reliability function.

Corollary 3.8. The reliability function of exponential
parallel system whit improved reliability functions of
its components is given by

]log)()(exp[exp[1),()4( ntuuut +ρλ−−−≅nIR ,         (15)
),,( ∞−∞∈t u = 1,2,...,z.

4. Comparison of reliability improvement
effects
The comparisons of the limit reliability functions of the
systems with different kinds of reserve and such
systems with improved components allow us to find
the value of the components decreasing failure rate
factor ρ(u), which warrants an equivalent effect of the
system reliability improvement.

4.1 Series system
The comparisons of the system reliability improvement
effects in the case of the reservation to the effects in
the case its components reliability improvement may
be obtained by solving with respect to the factor

),()( utu ρρ =  the following equations

( ))(/))(()4( uaubt nn−ℜI

   = ( ))(/))((I )( uaubt nn
k −ℜ , u = 1,2,...,z,              (16)

   k = 1,2,3.

The factors ),()( utu ρρ = decreasing components
failure rates of the homogeneous exponential multi-
state series system equivalent with the effects of hot,
cold and mixed reserve of its components as a solution
of the comparisons (16) are respectively given by

   k = 1 tuutu )(),()( λρρ == , u = 1,2,...,z,

   k = 2
2

)(),()( tuutu λ
ρρ == , u = 1,2,...,z,

   k = 3 tu
ss

utu )(
2

2
),()( 21 λρρ

+
== , u = 1,2,...,z.

4.2. Parallel system
The comparisons of the system reliability improvement
effects in the case of the reservation to the effects in
the case its components reliability improvement may
be obtained by solving with respect to the factor

),()( utu ρρ =  the following equation

( ))(/))(()4( uaubt nn−ℜI

= ( ))(/))(()( uaubt nn
k −ℜI , u = 1,2,...,z,                 (17)

    k = 1,2,3.

The factors ),()( utu ρρ =  decreasing components
failure rates of the homogeneous exponential multi-
state parallel system equivalent with the effects of hot,
cold and mixed reserve of its components as a solution
of the comparisons (17) are respectively given by

   k = 1
tu

utu
)(
2log1),()(

λ
ρρ −== , u = 1,2,...,z,

k = 2
tu

nubu
utu n

)(
log)()(

1),()(
λ

λ
ρρ

−
−== ,

u = 1,2,...,z,

   k =3

,
)(

log1)()(

)(
1)()(

),()(

tu
nubu

u
ubu

utu

n

n

λ
λ

λ
λ

ρρ

−−
−

−
==

u = 1,2,...,z.

5. Conclusion
Proposed in the paper application of the limit multi-
state reliability functions for reliability of large
systems evaluation and improvement simplifies
calculations. The methods may be useful not only in
the technical objects operation processes but also in
their new processes designing, especially in their
optimization. The case of series, parallel and ”m out of
n” (in part 2) systems composed of components having
exponential reliability functions with double reserve of
their components is considered only. It seems to be
possible to extend the results to the systems having
other much complicated reliability structures and
components with different from the exponential
reliability function. Further, it seems to be reasonable
to elaborate a computer programs supporting
calculations and accelerating decision making,
addressed to reliability practitioners.
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1. Introduction
Presented paper is continuation of a work about
reliability improvement of large system. In the first
part of this work are defined the component’s and
system’s multi-state reliability functions and next the
asymptotic approach are brought forward. There are
presented results concerned with improvement of large
series and parallel systems, their multi-state limit
reliability functions in case when the systems have
reserve components and in case when the reliability of
components is improved by reducing their failure rate.
As the main result are found the forms of reducing
their failure rate factor for both kinds of large systems.

2. Reliability improvement of a multi-state „m
out of n” system
Definition 2.1. A multi-state system is called an „m out
of n” system if its lifetime in the state subset
{u,u+1,...,z} is given by

   T(u) = ),()1( uT mn +− m = 1,2,...,n, u = 1,2,...,z,

where )()1( uT mn +−  is the m th maximal order statistics in
the sequence of the component lifetimes

1T (u), 2T (u),..., nT (u).

Figure 1. The scheme of a homogeneous „m out of n”
system

The above definition means that the multi-state „m out
of n” system is in the state subset {u,u+1,...,z} if and
only if at least m out of n its components is in this state
subset and it is a multi-state parallel system if m =  1
and it is a multi-state series system if m = n.

Definition 2.2. A multi-state „m out of n” system is
called homogeneous if its component lifetimes Ti(u) in
the state subsets have an identical distribution function

   Fi(t,u) = F(t,u), u = 1,2,...,z, t ∈ (-∞,∞), i = 1,2,...,n.

The reliability function of the homogeneous multi-state
„m out of n” system is given either by

   R )(m
n (t ⋅, ) = [1,R )(m

n (t,1),...,R )(m
n (t,z)],

where
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Definition 2.3. A multi-state system is called an „m out
of n” system with a hot reserve of its components if its
lifetime T(1)(u) in the state subset {u,u+1,...,z} is given
by

   T(1) (u) = ),()1( uT mn +− m = 1,2,...,n, u = 1,2,...,z,

where )()1( uT mn +−  is the m-th maximal order statistics in
the sequence of the component lifetimes

   Ti(u) = )},({max
21

uTijj≤≤
i = 1,2,..,n, u = 1,2,...,z,

where Ti1(u) are lifetimes of components in the basic
system and Ti2(u) are lifetimes of reserve components.

The reliability function of the homogeneous multi-state
„m out of n” system with a hot reserve of its
components is given either by

)()1( m
nIR (t ⋅, ) = [1, )1(

)()1( ,z
m

nIR ,..., )(
)()1( t,z

m
nIR ],

where

( )∑ −−=
−

=

−1

0

)(22)()1( )],([])),((1[1),(
m

i

inin
i

m
n utFutFutIR , (1)

t ∈ (-∞,∞), u = 1,2,...,z,

or by

),(
)()1( ⋅t

m
nRI  = [1, )1,(

)()1( t
m

nRI ,..., ),(
)()1( zt

m
nRI ],

where

),(
)()1( ut

m
nRI

( ) ,])),((1[))],([(
0

)(22∑ −=
=

−m

i

inin
i utFutF (2)

,mnm −=  t ∈ (-∞,∞), u = 1,2,...,z.

Lemma 2.1.
case 1: If

(i) ),(
)()1( ut

m
Ιℜ = ∑ −−

−

=

1

0
)],(exp[

!
)],([1

m

i

i

utV
i
utV ,

              u = 1,2,...,z, is non-degenerate reliability
             function,
(ii) ),()()1( utm

nIR is the reliability function of non-
degenerate multi-state „m out of n” system
with a hot reserve of its components defined by
(16),

(iii) an (u) > 0, bn (u)∈ (-∞,∞), u = 1,2,...,z,
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,mnm −=  u = 1,2,...,z, is non-degenerate
               reliability function,
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              degenerate multi-state  „m out of n”  system
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               by (17),
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Proposition 2.1. If components of the homogeneous
multi-state „m out of n” system with a hot reserve of its
components have multi-state exponential reliability
functions
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is its limit reliability function.

Proof:
case 1: Since for all fixed u, we have
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Definition 2.5. A multi-state series system is called an
„m out of n” system with a mixed reserve of its
components if its lifetime T(3)(u) in the state subset
{u,u+1,...,z} is given by
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the sequence of the component lifetimes

   Ti (u) = ,)}}({max)}},({max{max{
2

1112111
∑
=≤≤+≤≤≤≤ j

ijninsijjnsi
uTuT

   i = 1,2,..,n., u = 1,2,...,z,

where Ti1(u) are lifetimes of components in the basic
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which by case 2 in Lemma 2.3 completes the proof.

case 3: Since for all fixed u, we have

0
)2()(

2)()(
21

<
+

=+
nssu

tubtua nn
λ

, 0<t

and

0
)2()(

2)()(
21

≥
+

=+
nssu

tubtua nn
λ

, ,0≥t

then

0))()(( =+ ubtuaF nn , 0<t ,

and for 0≥t

2))]()(([ ubtuaF nn +

2))]]()()((exp[1[ ubtuau nn +−−= λ ,

))()(())()(( ubtuaFubtuaF nnnn +∗+

))]()()((1[1[ ubtuau nn ++−= λ

))]]()()((exp[ ubtuau nn +−λ .

Therefore

2
1 ))]()(([[lim),( ubtuaFsnutV nnn

+=
∞→

))]]()(())()(([2 ubtuaFubtuaFs nnnn +∗++

2
1 ))]]()()((exp[1[[lim ubtuauns nnn

+−−=
∞→

λ

))]()()((1[1[2 ubtuauns nn ++−+ λ

))]]]()()((exp[ ubtuau nn +−λ

2
1 ))]()()(([[lim ubtuauns nnn

+=
∞→

λ

22
2 ))()()(([ ubtuauns nn ++ λ

]]))()()((
2
1 22 ubtuau nn +− λ

]))()((
2

2
[lim 221 tuau

ss
n nn

λ
+

=
∞→

][lim
2

n
tn

n ∞→
= = 2t , ,0≥t ),,( ∞−∞∈t  u = 1,2,...,z,

which by case 3 in Lemma 2.3 completes the proof.

Corollary 2.3. The reliability function of exponential
„m out of n” system with a mixed reserve of its
components is given by
case 1
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Proposition 2.3. If components of the homogeneous
multi-state „m out of n” system have improved
component reliability functions i.e. its components
failure rates λ(u) is reduced by a factor ρ(u),
ρ(u)∈<0,1>, u = 1,2,...,z,
and
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is its limit reliability function.

Corollary 2.3. The reliability function of exponential
„m out of n” system with improved reliability functions
of its components is given by
case 1
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0≥t , u = 1,2,...,z.

3. Comparison of reliability improvement
effects
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The comparisons of the limit reliability functions of the
systems with different kinds of reserve and such
systems with improved components allow us to find
the value of the components decreasing failure rate
factor ρ(u), which warrants an equivalent effect of the
system reliability improvement.

3.1. The “m out of n” system
The comparison of the system reliability improvement
effects in the case of the reservation to the effects in
the case its components reliability improvement may
be obtained by solving with respect to the factor

),()( utu ρρ = the following equations

( ))(/))((
)()4( uaubt nn
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−ℜI

   = ( ))(/))((
)()( uaubt nn

mk −ℜI ,                                 (23)

   u = 1,2,...,z, k = 1,2,3.

The factors ),()( utu ρρ =  decreasing components
failure rates of the homogeneous exponential multi-
state „m out of n” system equivalent with the effects of
hot, cold and mixed reserve of its components as a
solution of the comparisons (23) are respectively given
by
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4. Conclusion
Proposed in the paper application of the limit multi-
state reliability functions for reliability of large
systems evaluation and improvement simplifies
calculations. The methods may be useful not only in
the technical objects operation processes but also in
their new processes designing, especially in their
optimization. The case of series, parallel (in part 1) and
„m out of n” systems composed of components having
exponential reliability functions with double reserve of
their components is considered only. It seems to be
possible to extend the results to the systems having
other much complicated reliability structures and
components with different from the exponential
reliability function. Further, it seems to be reasonable
to elaborate a computer programs supporting
calculations and accelerating decision making,
addressed to reliability practitioners.
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1. Introduction
In the middle of the 1960s Arthur P. Dempster devel-
oped a theory [1], [2], [3] that includes a kind of “up-
per and lower probabilities”. Later, it turned out that
this approach is very useful to express uncertain
judgments of experts.
  About ten years later the work of Dempster was ex-
tended, refined, recast, and published by Glenn Shafer
[18] as a “Mathematical Theory of Evidence”. Shafer
e.g. rebuilt the mathematical theory around the Demp-
ster concept and introduced degrees of belief instead
of lower probabilities. The Theory of Evidence was
also denoted as the Dempster-Shafer Theory (DST) or
the Dempster-Shafer Evidential Theory.
  The more the Dempster-Shafer Theory was further
developed, the more the evidence measures of DST
departed from being probabilities, e.g. Klir & Folger
[11] revised DST in that sense. As stated by [4] and
[20], the advantage of DST is that it allows coping
with absence of preference, due to limitations of the
available information, which results in indeterminacy.

2. Fundamentals
The DST became known to the safety and reliability
community in the early 1990s, refer e.g. Guth [7]. The
reliability-oriented approach to DST as presented here
is based on a scenario that contains the system with
all hypotheses, pieces of evidence and data sources.
  The hypotheses represent all the possible states (e.g.
faults) of the system considered. It is required that all

hypotheses are elements (singletons) of the frame of
discernment, which is given by the finite universal set
Ω. The set of all subsets of Ω is its power set 2Ω.  A
subset of those 2Ω sets may consist of a single hy-
pothesis or of a conjunction of hypotheses. Moreover,
it is required that all hypotheses are unique, not over-
lapping and mutually exclusive.
  In this context pieces of evidence are symptoms or
events (e.g. failures) that occurred or may occur
within a system. One piece of evidence is related to a
single hypothesis or a set of hypotheses. It is not al-
lowed that different pieces of evidence lead to the
same hypothesis or set of hypotheses.
  The qualitative relation between a piece of evidence
and a hypothesis corresponds to a cause-consequence
chain: A piece of evidence implies a hypothesis or a
set of hypotheses, respectively. The strength of an
evidence-hypothesis assignment, and thereby the
strength of this implication, is quantified by a state-
ment of a data source.
Data sources are persons, organisations, or any other

entities that provide information for a scenario. In
safety and reliability engineering, data sources are
usually the results of empirical studies or they are ex-
perts, who give subjective quantifiable statements. As
required by O'Neill [13], data sources have to be rep-
resentative (e.g. studies) or as free from bias as possi-
ble (e.g. experts).
  Some misunderstandings in interpretations concern-
ing the plot of hypotheses have to be cleared up. From
an objective point of view, which might e.g. be lo-
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cated outside the system (e.g. observer), exactly one
single hypothesis is true; from a subjective point of
view of a data source (e.g. expert or operator), it
might be uncertain which hypothesis fits best to real-
ity. Therefore, DST makes it possible to model several
• single pieces of evidence within single hypothesis

relations or
• single pieces of evidence within multi hypotheses

relations
as uncertain assessments of a system in which exactly
one hypothesis is objectively true. Both points of
view, the objective and the subjective, have to be dis-
tinguished clearly. The DST calculus describes the
subjective viewpoint as an assessment for an unknown
objective fact.
  By means of a data source, a mapping

   m: 2Ω → [0, 1] (1)

assigns an evidential weight to a set A ⊆ Ω, which
contains a single hypothesis or a set of hypotheses.
This is the most significant difference to the Probabil-
ity Theory: The DST mapping distinguishes clearly
between the evidence measures and probabilities with
mapping Ω → [0, 1]. Each A that holds m(A)  >  0  is
called a focal element. The function m is called a ba-
sic assignment and fulfils

∑ Ω⊆ =A A 1)(m  . (2)

This equation means that all statements of a single
data source have to be normalised, just to ensure that
the evidence presented by each data source is equal in
weight, e.g. no data source is more important than an-
other one. – For the “sake of simplicity” (Klir & Fol-
ger [11]), it is assumed that

   m(∅) = 0 ; (3)

however, this property requires an appropriate choice
of the universal set Ω. That means, the set Ω has to be
complete and contain all possible hypotheses of the
scenario considered.
   In some publications m is called the basic probabil-
ity assignment, refer Shafer [18], which misleads to
the assumption m(A) might be a probability. Further
denotations are the basic belief assignment [19], the
belief structure [21], [4] or the mass assignment func-
tion [14].
  A clear distinction has to be made between probabili-
ties and basic belief assignment: probability distribu-
tion functions are defined on Ω and basic assignment
functions on the power set 2Ω. In addition, m has three
further properties, which distinguishes it from being a

probability function, refer Klir & Folger [11]: It is not
required
• that m(Ω) = 1,
• that m(A) ≤ m(B) if A ⊂ B, or
• that there is a relationship between m(A) and

m(¬A).
Therefore, it seems to be useful to avoid the terms
probability and belief (which is defined next) in the
denotation of m.
  By applying the basic assignment function, several
evidential functions can be created. A belief measure
is given by the function bel: 2Ω → [0,1]. There is

∑ ≠⊆= φBAB mbel ; )()( BA . (4)

The counterpart of bel is the plausibility measure pl:
2Ω → [0,1] with

∑ ≠∩= φAB mpl )()( BA . (5)

The measure pl(A) shall not be understood as the
complement of bel(A). Only

{ } )()(0)(| AAAA plbelm ≤→∅≠>Ω⊆  (6)

has to be fulfilled. In addition to bel and pl, a third
evidential function can be defined. Shafer [18] intro-
duced the commonality measure with cmn: 2Ω → [0,1]
and

∑ ⊇= AB mcmn )()( BA . (7)

Figure 1 shows a graphical representation of the
above-defined measures belief and plausibility. The
difference pl(A)  – bel(A) describes the evidential in-
terval range, which represents the uncertainty con-
cerning the set A.

0 1

Belief
bel(A)

Plausibility
pl(A)

Disbelief
1 -  pl(A)

Doubt
1 - bel(A)

Uncertainty

Figure 1. Measures of belief and plausibility and its
complements for a given bel(A) < pl(A). The eviden-
tial or the uncertainty interval, respectively, is shaded
grey.

The complements to the measures belief and plausibil-
ity are doubt and disbelief, respectively. Although
Shafer ([18], page 43) defines doubt as a complement



U. Rakowsky    Fundamentals of the Dempster-Shafer theory and its applications to system safety
and reliability modelling    -   RTA # 3-4, 2007, December  -  Special Issue

- 175 -

to the measure plausibility, it seems to make more
sense to distinguish between doubt and disbelief in the
way given above because DST does not require a
causal relationship between a hypothesis and its nega-
tion. As Flack [6] emphasises, lack of belief does not
imply disbelief. The disbelief of set A is the belief in
the complement. There is

   bel(¬A) = 1 – pl(A) , pl(¬A) = 1 – bel(A) (8)

with

   bel(¬A) ≤ pl(¬A) . (9)

The difference pl(A)  – bel(A) describes the uncer-
tainty concerning the hypothesis A represented by the
evidential interval, see Figure 1.

2.1. Interpretations on Evidence Measures
Some helpful and interesting interpretations of the
evidence measures are given in the literature and cited
here.

Basic Assignment
• The measure m(A) assigns an evidential weight to

the set A, refer Flack [6].
• The measure m(A) is the degree of evidence that

the element in question belongs exactly to the set
A, refer Klir & Folger [11].

• The measure m(A) is the degree of evidence sup-
porting the claim that a specific element of Ω be-
longs to the set A, but not to any special subset of
A, refer Klir & Folger [11].

• The quantity m(A) is the degree of belief that the
above specified claim is warranted, refer Klir &
Folger [11].

Belief
• The measure bel(A) is the degree of evidence that

the element in question belongs to the set A as well
as to the various special subsets of A, refer Klir &
Folger [11].

• The measure bel(A) can be interpreted as the total
amount of justified support given to A, refer De-
noeux [4].

• The measure bel(A) is the degree of evidence sup-
porting the claim that a specific element of Ω be-
longs to the set A, but not to any special subset of
A, refer Klir & Folger [11].

Plausibility
• The quantity pl(A) is the degree of evidence that

the element in question belongs to the set A or to
any of its subsets [or to any set that overlaps with
A], refer Klir & Folger [11].

• The quantity pl(A) can be interpreted as the maxi-
mum amount of specific support that could be

given to A, if justified by additional information,
refer Smets [19].

2.2. Bayesian Statistical Modelling versus
Dempster-Shafer Theory
Flack [6] describes the differences between the Bayes-
ian statistical modelling and the Dempster-Shafer
Theory as a difference in concepts. A Bayesian model
describes a Boolean type of phenomena, which either
exist or do not exist. Little belief in the existence of a
phenomenon implies a strong belief in its non-
existence. This implication does not necessarily hold
for DST. Here, no causal relationship is required be-
tween both, belief in existence and belief in non-
existence. For example, a statement concerning the
failure probability of an item also implies a statement
about its counterpart, the reliability of the same item.
DST does not require this sub-proposition; and that
adds new aspects and possibilities to reliability model-
ling.
  As stated by Ferson et al. [5], the Dempster-Shafer
Theory has been widely studied in computer science
and artificial intelligence, but has never achieved
complete acceptance among probabilists and tradi-
tional statisticians. (By this, the question arises if any
other theory than the Probability Theory would ever
be accepted by probabilists or traditional statisticians.)
 However, there are still some disadvantages of the
Probability Theory for the DST, which should also be
stated here. There are three undesired main properties
as listed by [4]:
• Lack of introspection or assessment strategies: The

main criticisms of the Bayesian statistical model-
ling is its unreasonable requirement for precision.
But the necessity to assign precise numbers in DST
applications to each subset A ⊆ Ω by the basic as-
signment m is constraining in the same way. Pre-
cise degrees of the desired measures may exist, but
it is perhaps too difficult to determine them with
the necessary precision.

• Instability: Underlying beliefs may be unstable.
Estimated beliefs may be influenced by the condi-
tions of its estimation.

• Ambiguity: Ambiguous or imprecise judgement
could not be expressed by the evidence measures.

Additional statements to disadvantages of the Demp-
ster-Shafer Theory are:
• DST lists all the hypotheses into the frame of dis-

cernment Ω, which resembles the fault space in the
Bayesian Theory. However, given k hypotheses, it
can consist of up to 2k elements, representing all
possible subsets of Ω. This leads to a similar prob-
lem encountered in the Bayesian Theory, except
that it is worse because human experts have to es-
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timate a larger number of belief values than after
the Bayesian theory [12].

• Another caveat of the applicability of DST is that it
does not offer a procedure for implementation of a
diagnostic system [10].

2.3. Dempster-Shafer Rule of Combination
Dempster [2], [3] followed by Shafer [18] suggested a
rule of combination which allows that the basic as-
signments are combined. There is

∑

∑

=∩

≠=∩

⋅−

⋅

=

φ

φ

BA

ZBA
BA

BA
Z

)()(1

)()(
)(

mm

mm
m , (10)

with A, B, Z ⊆ Ω. Verbally: the numerator represents
the accumulated evidence for the sets A and B, which
supports the hypothesis Z, and the denominator sum
quantifies the amount of conflict between the two sets.
Depending on the application, the denominator of
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)()(
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is easier to apply.

3. Illustration
The following illustration is strictly step-wise struc-
tured and gives an easy-to-understand introduction to
the calculus of the Dempster-Shafer Theory.
  The given scenario discusses a typical situation in a
power plant. The operators at the control panel detect
serious changes of the system properties. Some fail-
ures are detectable; however, their consequences or
the system fault, respectively, can neither be deter-
mined exactly nor interpreted certainly. (This situation
is widely discussed e.g. in the ATHEANA Report [14]
and by Hollnagel [8].) To avoid an error forcing con-
text, pieces of evidence are collected, hypotheses are
postulated, and conclusions are made on this basis.
Therefore, a Dempster-Shafer approach is applied to
support the operators in decision making.

Stepå – Creating the Scenario

The scenario consists of a power plant (the system
considered), two operators (data sources, denoted by
the index l), the failures detected (pieces of evidence),
and the system fault states (set of hypotheses). As de-
scribed above, the pieces of evidence correspond to
failures or causes and the hypotheses to faults or con-
sequences.

 The faults can be determined to at most three pre-
cisely defined hypotheses represented by the set Ω
with

   Ω = {h1, h2, h3} . (12)

With that, the frame of discernment of this context is
given. It should be noted that Ω is postulated by the
operators based on their subjective points of view,
assuming that Ω is complete. The corresponding
power set of Ω is

   2Ω = {∅, {h1}, {h2}, {h3}, {h1, h2}, {h1, h3},
          {h2, h3}, Ω} . (13)

The first operator mainly states that the faults h1 or h2
are the reason for the problems. For example, the fail-
ure ev3 might have occurred and resulted in the conse-
quences h1 or h2. The assignments of the second op-
erator are slightly different. Here, focus is on the
faults h1 or h3. Both operators give their statements to
the four pieces of evidence found. The complete sur-
vey of the qualitative failure-fault(s) assignments is
given in Table 1.

Table 1. Qualitative failure-fault(s) assignments given
by the operators involved

Failure Fault(s)

O
pe

ra
to

r

1st ev1
ev2
ev3
ev4

h1
h2
h1, h2
h1, h2, h3

2nd ev1
ev2
ev3
ev4

h1
h3
h1, h3
h1, h2, h3

Please note that contrary to the Fault Tree Analysis
(FTA), DST does not allow that more than one failure
lead to the same fault (hypothesis). However, different
failures may have different set of consequences,
which may contain the same hypotheses as elements,
e.g. ev1, ev3, and ev4 in Table 1 lead to hypotheses,
which all contain h1 as a fault. Again, DST allows
modelling several
• single-failure-single-fault relations and
• single-failure-multi-fault relations
as an uncertain assessment of a system, which can
take exactly one state at a time. Generally, DST em-
phasizes more on the hypotheses (faults) than on the
pieces of evidence (failures), which are of minor in-
terest in the next steps.
  As described in Section 0, the system is exactly in
one state of Ω. In other words, exactly one hypothesis
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of {h1, h2, h3} is true for the given scenario and situa-
tion if the system would be observed from an objec-
tive point of view. Subjectively, the operators are not
sure, in which state the system actually is.

Stepç – Quantification of Statements

At this step, both operators quantify their statements
as given in Table 2. The set of hypotheses A is as-
signed to the first operator, B to the second operator.
For example, the second operator claims that the con-
sequences h1 or h3 may have occurred with a basic
assignment of 0.4. (Formulating this sentence ver-
bally, it is rather difficult to avoid that the tongue
mentions “probability”. Again, basic assignments are
not probabilities, see equation (1).) Non-specified
statements are assigned by 0 and are not focal ele-
ments.
  The subjective quantifications of the operators are
based on their system experiences and mostly on their
“engineering feelings”. Certainly, these quantifica-
tions are imprecise.

Table 2. Quantitative statements given by the opera-
tors involved (outer columns). The inner column con-
tains all subsets of the power set 2 .

1st operator 2Ω 2nd operator

m(A1) = 0.2
m(A2) = 0.1
m(A3) = 0
m(A4) = 0.6
m(A5) = 0
m(A6) = 0
m(A7) = 0.1

{h1}
{h2}
{h3}

{h1 ∪ h2}
{h1 ∪ h3}
{h2 ∪ h3}

{h1 ∪ h2 ∪ h3}

m(B1) = 0.2
m(B2) = 0
m(B3) = 0.2
m(B4) = 0
m(B5) = 0.4
m(B6) = 0
m(B7) = 0.2

Based on the basic assignments given by both opera-
tors, the belief and doubt, commonality, plausibility
and disbelief measures can be calculated. For exam-
ple, the belief in the set of hypotheses {h1 ∪ h2} is the
sum of its own basic assignment with those of all of
its subsets

   {h1}, { h2}, {h1 ∪ h2} ⊆ {h1 ∪ h2} , (14)

see equation (4). For the fourth statement of the first
operator there is

   bel(A4) = m(A1) + m(A2) + m(A4) = 0.9, (15)

with the corresponding doubt measure

   1 – bel(A4) = 0.1 . (16)

The commonality takes every statement into account,
which includes the discussed statement completely.
There is for A4

   {h1 ∪ h2}, { h1 ∪ h2 ∪ h3} ⊇ {h1 ∪ h2} , (17)

   cmn(A4) = m(A4) + m(A7) = 0.7 . (18)

The plausibility includes basic assignments of all
statements which have got at least one hypothesis with
those of the discussed statement in common. Concern-
ing A4, there is

   {h1}, {h2}, {h1 ∪ h2}, {h1 ∪ h3}, {h2 ∪ h3},

   {h1 ∪ h2 ∪ h3} ∩ {h1 ∪ h2} ≠ ∅ , (19)

which results in the plausibility

   pl(A4) = m(A1) + m(A2) + m(A4) + m(A5)

              + m(A6) + m(A7) = 1 (20)

and finally in no disbelief at all

   1 – pl(A4) = 0 . (21)

Table 3 shows the results for belief and plausibility of
all statements (k = 1,…, 7).

Table 3. This table corresponds to Table 2 and shows
the values of basic assignments (bold typing), belief,
and plausibility for each statement and operator (first
left side, second right side).

m(Ak) bel(Ak) pl(Ak) 2Ω m(Bk) bel(Bk) pl(Bk)

0.2
0.1
0

0.6
0
0

0.1

0.2
0.1
0

0.9
0.2
0.1
1

0.9
0.8
0.1
1

0.9
0.8
1

{h1}
{h2}
{h3}

{h1 ∪ h2}
{h1 ∪ h3}
{h2 ∪ h3}

Ω

0.2
0

0.2
0

0.4
0

0.2

0.2
0

0.2
0.2
0.8
0.2
1

0.8
0.2
0.8
0.8
1

0.8
1

Stepé – Combining Hypotheses

The third step combines each hypothesis or set of hy-
potheses, respectively, from one data source (opera-
tor) with one from the other source and builds the cut
set of both, see Table 4. Depending on quantifications
given at Stepç, some of the cut sets may not be focal
elements before or thereafter. Actually, this step was
fit in for illustrative purpose and can be combined
with Stepè.

Table 4. The Combination Table contains the full plot
of hypotheses cut sets of A and B
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∩ A1 A2 A3 A4 A5 A6 A7

B1
B2
B3
B4
B5
B6
B7

h1
∅
∅
h1
h1
∅
h1

∅
h2
∅
h2
∅
h2
h2

∅
∅
h3
∅
h3
h3
h3

h1
h2
∅

h1∪h2
h1
h2

h1∪h2

h1
∅
h3
h1

h1∪h3
h3

h1∪h3

∅
h2
h3
h2
h3

h2∪h3
h2∪h3

h1
h2
h3

h1∪h2
h1∪h3
h2∪h3

Ω

Stepè – Reducing the Combination Table

To avoid mathematical effort, those columns and rows
of the Combination Table 4 were dropped, which are
related to non-focal elements (non-specified state-
ments with m(Ak) = 0, m(Bk) = 0). In this context, col-
umns A3, A5, A6 and rows B2, B4, B6 are not applica-
ble. Table 5 shows the reduced plot containing the
combinations of focal elements exclusively.

Table 5. The reduced Combination Table

∩ A1 A2 A4 A7

B1
B3
B5
B7

h1
∅
h1
h1

∅
∅
∅
h2

h1
∅
h1

h1∪h2

h1
h3

h1∪h3
Ω

Stepê – Calculating Products and Sums of Com-
bined Basic Assignments

At this step, products of the related basic assignments
are calculated from the non-empty sets. Products of
basic assignments corresponding to the same cut set
have to be added. For {h1} yields

   Z1 = A1 ∩ B1 = {h1}

   ⇒ m(Z1) = m(A1) ⋅ m(B1) = 0.04 , (22)

   Z2 = A1 ∩ B5 = {h1}

   ⇒ m(Z2) = m(A1) ⋅ m(B5) = 0.08 , (23)

   Z3 = A1 ∩ B7 = {h1}

   ⇒ m(Z3) = m(A1) ⋅ m(B7) = 0.04 , (24)

   Z4 = A4 ∩ B1 = {h1}

   ⇒ m(Z4) = m(A4) ⋅ m(B1) = 0.12 , (25)

   Z5 = A4 ∩ B5 = {h1}

⇒ m(Z5) = m(A4) ⋅ m(B5) = 0.24 , (26)
   Z6 = A7 ∩ B1 = {h1}

   ⇒ m(Z6) = m(A7) ⋅ m(B1) = 0.02 (27)

with the sum

54.0)(
6

1
=∑

=k
km Z . (28)

Hypotheses h2 or h3 are supported by

   Z7 = A2 ∩ B7 = {h2}

   ⇒ m(Z7) = m(A2) ⋅ m(B7) = 0.02 , (29)

Z8 = A7 ∩ B3 = {h3}

   ⇒ m(Z8) = m(A7) ⋅ m(B3) = 0.02 . (30)

There is for the sets {h1 ∪ h2}, {h1 ∪ h3}, and {h1 ∪ h2
∪ h3}:

   Z9 = A4 ∩ B7 = {h1 ∪ h2}

   ⇒ m(Z9) = m(A4) ⋅ m(B7) = 0.12 , (31)

   Z10 = A7 ∩ B5 = {h1 ∪ h3}

⇒ m(Z10) = m(A7) ⋅ m(B5) = 0.04 , (32)

   Z11 = A7 ∩ B7 = {h1 ∪ h2 ∪ h3}

   ⇒ m(Z11) = m(A7) ⋅ m(B7) = 0.02 . (33)

To illustrate this formal procedure, the results are
given in Table 6.

Table 6. This table corresponds directly to Table 5 and
represents the products (•) of basic assignments; û
means no focal element

• A1 A2 A4 A7

B1
B3
B5
B7

0.04
û

0.08
0.04

û
û
û

0.02

0.12
û

0.24
0.12

0.02
0.02
0.04
0.02

Stepë – Combining Basic Assignments

The sum over all combinations calculated in Stepê,

76.0)(
11

1
=∑

=k
km Z . (34)

is identical with the denominator of equation (11).
With that, the basic assignment of every hypothesis
can be calculated. There is
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for the hypothesis h1 and

0263.0
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0263.0
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Z  (40)

for all relevant sets of hypotheses.

Stepí – Evidence Measures of Combined Hypothe-
ses

The evidence measures of combined hypotheses are
calculated according to Stepå, Table 7. The set {h1 ∪
h2} does not occur because it vanished in Table 5.

Stepì – Interpretation

Starting at the same low value, h3 takes roughly half
the range of uncertainty that h2 takes. However, both
hypotheses alone should not be considered further due
to the low values of belief and plausibility. With about
~0.24, the single hypothesis h1 is assigned with a wide
range of uncertainty. The combination of h1 and h3
covers a smaller range (~0.18) than h1 alone, and it
has a higher plausibility. Finally, a combination of h1
and h2 shows the smallest range of uncertainty (~0.08)
with the same (highest) plausibility as in case of the
combination of h1 and h3.
 The conclusion is that a combination of h1 and h2
may be responsible for the serious changes of the sys-
tem properties. Please note that a probabilistic ap-

proach would have blamed h1 alone for being respon-
sible. (And please consider the consequences.) This
result clearly shows the differences between both
theories, based on their different mappings Ω → [0, 1]
versus 2Ω → [0, 1], see Section 0.

Table 7. The basic assignments (bold) and the result-
ing evidence measures belief, commonality, and plau-
sibility are given; hypotheses are ranked by their be-
lief measures, all values are rounded.

2Ω m bel cmn pl

Ω
{h1 ∪ h2}
{h1 ∪ h3}

{h1}
{h2}
{h3}

0.0263
0.1579
0.0526
0.7105
0.0263
0.0263

1
0.8947
0.7895
0.7105
0.0263
0.0263

0.0263
0.1842
0.0789
0.9474
0.2105
0.1053

1
0.9737
0.9737
0.9471
0.2105
0.1053

4. Applications to System Safety and Reliabil-
ity Modelling
The introductory descriptions of the Failure Modes,
Effects, and Criticality Analysis, the Event Tree
Analysis, and the Fault Tree Analysis are taken from
the “System Safety Analysis Handbook” written by
Stephens & Talso [29] and published by the System
Safety Society. The descriptions are shortened and
slightly revised. The introductory description of the
Reliability Centred Maintenance is taken from [23].
Additionally, the IEC standards are recommended for
the application of all listed methods, refer to Section
0.

4.1. Failure Modes, Effects, and Criticality
Analysis
As described by Stephens & Talso [29], the Failure
Modes, Effects, and Criticality Analysis (FMECA)
tabulates a list of items in a process along with all the
possible failure modes for each item. The effect of
each failure is evaluated and ranked according to a
severity classification. An FMECA includes the fol-
lowing steps:
• Define the worksheet formats and ground rules.
• Give analysis assumptions.
• Identify the lowest indenture level of analysis.
• Code the system description.
• Give failure definitions and evaluations.
The usefulness of the FMECA as a design tool and in
the decision making process depends on the effective-
ness with which problem information is communi-
cated for early design attention. Probably the most
severe criticism of the FMECA has been its limited
use for improvement of designs, as Stephens & Talso
[29] claim. The main causes for this have been the
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untimeliness and the isolated performance of the
FMECA without adequate inputs to the design proc-
ess. While the objective of an FMECA is to identify
all modes of failure within a system design, its first
purpose is the early identification of all critical failure
probabilities so that they can be eliminated or mini-
mised through design correction at the earliest possi-
ble time.
  The Dempster-Shafer calculus, as described by the
illustration in Section 0, can easily be applied to the
FMECA. If more than one expert is involved in the
quantitative assessments of the criticality and the oc-
currence of an item failure. The results are narrow or
wide ranges of uncertainties, which require an inter-
pretation similar to Stepì Section 0.
  However, it is an interesting question if institutions,
which conduct system homologations, would accept
these results.

4.2. Event Tree Analysis
As summarised by Stephens & Talso [29], the Event
Tree Analysis (ETA) is an analytical tool that can be
used to organise, characterise, and quantify potential
failures in a methodical manner. An event tree models
the sequence of events that results from a single initi-
ating event. The ETA is a bottom-up analysis versus
the top-down approach for the Fault Tree Analysis,
see Section 0.
  Conducting an ETA starts with selection of the initi-
ating events, both the desired events and the ones not
desired. Thereafter, their consequences are developed
through consideration of component, module, and sys-
tem failure-and-success alternatives, respectively. The
identification of initiating events may be based on re-
view of the system design and operation, the results of
another safety analysis, or personal operating experi-
ence acquired with a similar system. Then the success
and failure of the mitigating systems are postulated
and continued through all alternate paths, considering
each consequence as a new initiating event. The basic
steps for construction of an event tree include the fol-
lowing:
• List all possible initiating events.
• Identify functional system responses.
• Identify support system responses.
• Group initiating events with all responses.
• Define failure sequences.
• Assign probabilities to each step in the event tree

to arrive at total probability of occurrence for each
failure sequence.

The method is universally applicable to all kinds of
systems, with the limitation that all events must be
anticipated to produce meaningful analytical results.
  Among the methods presented in the “System Safety
Analysis Handbook” by Stephens & Talso [29], the

Event Tree Analysis is definitely one of the most ex-
haustive, if it is applied properly. Axiomatically, their
use also consumes large quantities of resources. Their
use, therefore, is well reserved for systems in which
risks are regarded as high and well concealed.
  As described by Stephens & Talso [29], probabilities
are assigned to each step in the event tree. To apply
evidence measures instead of probabilities, the follow-
ing steps are conducted, which lead to the Dempster-
Shafer Event Tree Analysis DS-ETA.
  It is assumed that the considered event tree consists
of bifurcations only; i.e., any symbol within an event
tree has one input and two outputs (the event “failure”
or the event “no failure”), see Figure 2.

Initial
event

r2

A2

A1

A2

A1

A2

A1 r1

r3

r4

Figure 2. Event tree with three bifurcations resulting
in four sequences, A1 denotes “failure” and A2 “no
failure”

Every bifurcation i = 1, …, n of an event tree is con-
sidered separately and independently from the n –  1
other bifurcations. The assigned set of hypotheses
contains Ωi = {A1, A2, A3} ≡ {“failure”, “no failure”,
“uncertain”}. Hence, any expert (data source) l has to
give three values for the basic assignments ml,i(Ak), k
= 1, 2, 3 of any bifurcation i, representing his/her de-
gree of belief that Ak may occur. Obviously, the un-
certainty of an expert concerning an event A3 does not
appear in the graphical representation. There is for the
Expert Assessment Matrix
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 (41)

with ml,i(A1) + ml,i(A2) + ml,i(A3) = 1.
  The Combination Matrix Ci combines each hypothe-
sis or set of hypotheses from two experts and builds
the cut set of both. Depending on the quantifications
given, some of the cut sets (here: the cut sets of “fail-
ure” and “no failure”) may not be focal elements be-
fore or afterwards. To avoid mathematical effort,
those columns and rows were dropped, which are re-
lated to empty cut sets or non-specified statements
(non-focal elements with a 0% basic assignment). In
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case of two experts and three possible answers, as pre-
sented here, the matrix

















⋅⋅⋅
⋅⋅
⋅⋅

=
)()()()()()(
)()()()(0
)()(0)()(

3,23,13,22,13,21,1

2,23,12,22,1

1,23,11,21,1

AAAAAA
AAAA
AAAA

C

iiiiii

iiii

iiii

i
mmmmmm
mmmm
mmmm

(42)

represents the combinations of focal elements exclusively assigned to the i-th event within the tree. The focal sum
σ(i) is the sum of all matrix elements Ci. In this case, it is given by

( ))()()()(1)( 1,22,12,21,1 AAAA iiii mmmmi ⋅+⋅−=σ  ,                                                                                                (43)

considering the fact that “failure” (A1) and “no failure” (A2) are mutually exclusive. The combined basic assign-
ments mi(Ak) for a “failure”, “no failure”, and “uncertain” are

,
)(

)()()()()()(
)( 3,21,11,23,11,21,1

1 i
mmmmmm

m iiiiii
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= (44)
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⋅

=  . (46)

With mi(Ak) as given above, the evidence measures for a “failure” and a “no failure” decision can be calculated by

)()( 11 AA ii mbel =  ,

)()()( 311 AAA iii mmpl +=  ; (47)

)()( 22 AA ii mbel =  ,

)()()( 322 AAA iii mmpl +=  . (48)

The next step of modelling applies the basic opera-
tions of interval arithmetic to the given event tree and
assigns the evidential measures as input variables. The
addition and multiplication operations are commuta-
tive, associative and sub-distributive. There is for i ≠
ii,
   [beli(Ak), pli(Ak)] + [belii(Ak), plii(Ak)]

   = [beli(Ak) + belii(Ak), pli(Ak) + plii(Ak)] , (49)

   [beli(Ak), pli(Ak)] ⋅ [belii(Ak), plii(Ak)]

 = [min[beli(Ak) ⋅ belii(Ak), beli(Ak) ⋅ plii(Ak),

pli(Ak) ⋅ belii(Ak), pli(Ak) ⋅ plii(Ak)],

   max[beli(Ak) ⋅ belii(Ak), beli(Ak) ⋅ plii(Ak),

pli(Ak) ⋅ belii(Ak), pli(Ak) ⋅ plii(Ak)],] . (50)

Instead of subtraction, the complements of the evi-
dence measures are applied; this yields

   beli(A1) = 1 – pli(A2) , (51)

   pli(A1) = 1 – beli(A2) . (52)

With the inputs and operations given, the evidence of
a sequence rj, see Figure 2.,can be calculated easily.
  As described above, the basic operations of interval
arithmetic are applied within the DS-ETA. Fortu-
nately, the structure avoids the trouble that the sub-
distributivity of subtraction operations may cause, e.g.
as known from the Fuzzy Fault Tree Analysis (f-FTA),
see [17].

4.3. Fault Tree Analysis
The Fault Tree Analysis (FTA) can model the failure
of a single event or multiple failures which lead to a
single system failure denoted as the top event, refer to
Stephens & Talso [29]. However, the FTA is a top-
down analysis versus the bottom-up approach for the
Event Tree Analysis; i.e., the method identifies an
undesirable top event and the contributing elements
(down to the so-called basic events) that would pre-
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cipitate it. The contributors are interconnected with
the top event, using network paths through Boolean
logic gates. The following basic steps are used to con-
duct a fault tree analysis:
• Define the top event of interest.
• Define the physical and analytical boundaries.
• Define the tree-top structure.
• Develop the path of failures for each branch to the

logical initiating failure, represented by the basic
event.

Figure 3 shows a typical fault tree with meshed basic
events 1, 4, and 7.

74

≥1

2 3 8 14 9

&

12 15 1 10 13 16 11 17 5 6

≥1

&

≥1≥1

&18 20 & 2119

≥1 ≥1

&

Figure 3. Typical fault tree with basic events, gates,
and top event; the example represents one fault of a
braking module as applied in railway vehicles

Once the fault tree has been developed to the desired
degree of detail, the various paths can be evaluated to
arrive at a probability of occurrence. Cut sets are
combinations of components failure causing the top
event. Minimal cut sets are the smallest combinations
causing the top event. The method is universally ap-
plicable to systems of all kinds, with the following
ground rules:
• The top events which are to be analysed, and their

contributors, must be foreseen.
• Each of those top events must be analysed indi-

vidually.
• The contributing factors have been adequately

identified and explored in sufficient depth.
The FTA has got several strengths. The procedures
are well defined and focus on failures. The top-down
approach requires analysis completeness at each level
before proceeding. It cannot guarantee identification
of all failures, but the systematic approach enhances
the likelihood of completeness. The FTA addresses
effects of multiple failures by identifying interrela-
tionships between components and identifying mini-
mal failure combinations that cause the system to fail
(minimal cut sets). The method addresses the effects
of design, operation, and maintenance. The FTA can
handle complex systems. It provides a graphical rep-

resentation that helps to understand these complex
operations and interrelationships between modules
and components. Finally, FTA provides both qualita-
tive and quantitative information.
 The method is capable of producing numerical
statements of the probability of occurrence of undesir-
able events, given probabilities of contributing factors.
As Stephens & Talso ([29], page 136) claim, this ca-
pability leads to a common abuse: much effort can be
expended in producing refined numerical statements
of probability, based on contributing factors whose
individual probabilities are hardly known and to
which broad confidence limits should be attached.
Applying the Dempster-Shafer Theory to FTA can
help modelling uncertainties with less effort as shown
by Guth [7].
  Guth discusses Ω =  {h1, h2, h3} ≡ {“event occurs”,
“uncertain”, “event does not occur”}. In the follow-
ing, two events A and B are considered as inputs and
Z as output of an And or Or gate, respectively. There
is

   m(A1) = bel(A) , (53)

   m(A2) = pl(A) – bel(A) , (54)

   m(A3) = 1 – pl(A) , (55)

   m(A1) + m(A2) + m(A3) = 1 ; (56)

the same holds for B. Please note that the Guth ap-
proach to the Dempster-Shafer Fault Tree Analysis
(DS-FTA) considers events where the DS-ETA con-
siders bifurcations. Table 8 shows the (underlying)
combination of hypotheses with the different results
given for the And and Or gate.

Table 8. Combination Table

And A1 A2 A3 Or A1 A2 A3

B1
B2
B3

h1
h2
h3

h2
h2
h3

h3
h3
h3

B1
B2
B3

h1
h1
h1

h1
h2
h2

h1
h2
h3

Following Step ê in Section 0, the combined basic
assignments are calculated. An And gate yields
   m(Z1) = m(A1) m(B1) , (57)

   m(Z2) = m(A1) m(B2) + m(A2) m(B1)

      + m(A2) m(B2) , (58)

   m(Z3) = m(A1) m(B3) + m(A2) m(B3)+ m(A3) m(B1)

      + m(A3) m(B2) + m(A3) m(B3)
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      = m(A1) m(B3) + m(A2) m(B3) + m(A3) . (59)

For an or gate

   m(Z1) = m(A1) m(B1) + m(A1) m(B2) + m(A1) m(B3)

      + m(A2) m(B1) + m(A3) m(B1)

      = m(A1) + m(A2) m(B1) + m(A3) m(B1) , (60)

   m(Z2) = m(A2) m(B2) + m(A2) m(B3)

      + m(A3) m(B2) , (61)

   m(Z3) = m(A3) m(B3) (62)

holds similarly. With that, both evidence measures
bel(Z) and pl(Z) can now be calculated recursively to
the equations (53) to (55).
 Cheng [22] claims that a calculus based on interval
arithmetic is more concise and efficient in operation
than the calculus proposed by Guth [7] and presented
above. However, contrary to an event tree structure, a
fault tree structure may cause trouble with the sub-
distributivity property of subtraction operations as
known from the Fuzzy Fault Tree Analysis, see [17].
This applies especially if events are meshed within a
fault tree, see Figure 3.
 Some authors apply an m: Ω×Ω → [0, 1] mapping
instead of the well-known m:  2Ω → [0, 1] mapping
which mainly characterises the calculus of the Demp-
ster-Shafer Theory. However, an Ω×Ω rather repre-
sents operations in interval arithmetic, where the
lower bound and the upper bound are just labelled as
belief and plausibility, respectively.

4.4. Reliability Centred Maintenance
Reliability Centred Maintenance (RCM), which was
first introduced in the aircraft industry, has been used
with considerable success in the last decades in many
industrial branches. As described in [23], the RCM
analysis starts with establishing an expert group and
initiating the collection of important component and
system data based on the system documentation. Then
the system functions are broken down to the desired
component level. All relevant component information
should be collected in the form of a modified
FMECA. The main modification of the FMECA con-
sists of the inclusion of information facilitating the
choice of the optimum maintenance strategy. This is
generally performed by an RCM decision diagram.
Many different decision diagrams are proposed to ap-
ply in an RCM analysis. To illustrate the approach, a
diagram as given in Figure 4 is discussed, see [28].

Note that the given diagram is not necessarily com-
plete or applicable in every context given.

Testability
of failure

Detectability
of a failure

Scheduled
maintenance

Periodical
tests

Cond based
maintenance

yes

First line
maintenance

Corrective
maintenance

First line
maint

First line
maint, alone?

Significant
consequences

Other reasons
for prev maint

nonoyesyesno

yes no no yes

yes

yes

no

yes

nono Find a
better design

Criticality 1st line maint Detectability Maint strategy

Cond based
maint effective

Increasing
failure rate

Figure 4. Example of an RCM decision diagram [23]

Supported by the diagram and the integrated ques-
tions, a choice for the best fitting maintenance strat-
egy should be made. Finally, the maintenance pro-
gram should be implemented, and feedback from op-
eration experience and new data should be used to
improve the program regularly.
  The choice of the best maintenance strategy is the
objective of applying RCM; however, reasoning may
be difficult, due to questions without a definite an-
swer. For example, the question whether or not a
component is critical could not easily be answered
with either “yes” or “no”. A Dempster-Shafer based
alternative makes the avoidance of crisp “yes” or “no”
decisions possible and leads to weighted recommen-
dations on which maintenance strategy to choose.
   The application of the DST to RCM (denoted as DS-
RCM [28]) follows the procedure of the DS-ETA as
described in Section 0. The RCM decision diagram
corresponds to the event tree, where the decisions are
the counterparts of the events. Consequently, the deci-
sions “yes” and “no” correspond to the events “fail-
ure” and “no failure”. The Expert Assessment Matrix
Ml, the Combination Matrix Ci, and the focal sum σ(i)
are defined and applied analogously. Additionally, an
RCM Decision Diagram Matrix D with
















=

)()()(

)()()(

382818

312111

AAA

AAA
D

mmm

mmm
MMM (63)

is defined, which collects the combined basic assign-
ment values (results) of each decision within the RCM
diagram. Finally, the weighted recommendations on
all maintenance strategies are listed by the Recom-
mendation Matrix
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














=

)()(

)()(

66

11

rplrbel

rplrbel
MMR  , (64)

which collects the values of the evidence measures
belief and plausibility for every strategy.
 The main advantages of the DS-RCM as against
the qualitative RCM can be summarised as follows:
• Experts feel more comfortable giving degrees of

belief instead of taking “yes” or “no” decisions. It
might therefore be easier to obtain relevant data for
the RCM analysis.

• The DS-RCM approach results in a profile of all
possible maintenance strategies. Decision making
based on this profile helps preventing “weak deci-
sions” and may in any case be more comprehen-
sive than relying on a single strategy.

• In some RCM studies it may be desirable to ana-
lyse modules and not separate components. In
these cases DS-RCM is especially useful, since it
does not force a single strategy.

• As shown in the discussion of the example case,
the DS-RCM approach helps to reveal possible de-
sign problems and their causes.

A possible disadvantage of this approach is that some
experts may find the evidential numbers more compli-
cated than a simple “yes” or “no” decision. A short
discussion about the nature of these numbers should
therefore be given as an introduction to an RCM ses-
sion.

5. Conclusions
The Dempster-Shafter Theory is well-known for its
usefulness to express uncertain judgments of experts.
It is shown in this contribution, how to apply the cal-
culus to safety and reliability modelling. Approaches
to expert judgement; Failure Modes, Effects, and
Criticality Analysis; Event Tree Analysis; Fault Tree
Analysis, and Reliability Centred Maintenance are
discussed.
  Generally, the Dempster-Shafter Theory adds a new
flavour to safety and reliability modelling compared
to probabilistic approaches. The illustration (Section
0) clearly shows the differences between the Probabil-
ity and the Dempster-Shafer Theory, based on their
different mappings Ω → [0, 1] versus 2Ω → [0, 1], see
Section 0. Probability theory would identify a single
hypothesis and DST a combination of two to be re-
sponsible for the serious changes of the system con-
sidered.
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7. Symbols
A, B set of hypotheses
bel belief measure
C Combination Matrix
cmn commonality measure
D RCM Decision Diagram Matrix
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i, n index, resp. number of an element
j sequence index (ETA) or statement index

(RCM)
k set or statement index
l data source index
M Expert Assessment Matrix
m basic assignments
pl plausibility measure
R Recommendation Matrix
rj sequence evidence (ETA) or evaluation value of

the maintenance strategies (RCM)
σ(i) focal sum
Z combined set of hypotheses
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1. Introduction
Many technical systems belong to the class of complex
systems as a result of the large number of components
they are built of and complicated operating processes.
This complexity very often causes evaluation of
systems reliability to become difficult. As a rule these
are series systems composed of large number of
components. Sometimes the series systems have either
components or subsystems reserved and then they
become parallel-series or series-parallel reliability
structures. We meet these systems, for instance, in
piping transportation of water, gas, oil and various
chemical substances or in transport using belt
conveyers and elevators.
Taking into account the importance of safety and
operating process effectiveness of such systems it
seems reasonable to expand the two-state approach to
multi-state approach in their reliability analysis. The
assumption that the systems are composed of multi-
state components with reliability state degrading in
time without repair gives the possibility for more
precise analysis of their reliability, safety and
operational processes’ effectiveness. This assumption
allows us to distinguish a system reliability critical
state to exceed which is either dangerous for the
environment or does not assure the necessary level of
its operational process effectiveness. Then, an
important system reliability characteristic is the time to
the moment of exceeding the system reliability critical
state and its distribution, which is called the system
risk function. This distribution is strictly related to the

system multi-state reliability function that is a basic
characteristic of the multi-state system.
 The complexity of the systems’ operation processes
and their influence on changing in time the systems’
structures and their components’ reliability
characteristics is often very difficult to fix and to
analyse. A convenient tool for solving this problem is
semi-markov modelling of the systems operation
processes which is proposed in the paper. In this
model, the variability of system components reliability
characteristics is pointed by introducing the
components’ conditional reliability functions
determined by the system operation states. Therefore,
the common usage of the multi-state system’s limit
reliability functions in their reliability evaluation and
the semi-markov model for system’s operation process
modelling in order to construct the joint general system
reliability model related to its operation process is
proposed. On the basis of that joint model, in the case,
when components have exponential reliability
functions, unconditional multi-state limit reliability
functions of the series- m out kn system are determined.

2. System operation process
We assume that the system during its operation process
has v different operation states. Thus, we can define

),(tZ ,,0 >+∞∈<t  as the process with discrete states
from the set

}..,..,,{ 21 vzzzZ =

Soszy ska Joanna
Maritime University, Gdynia, Poland

Systems reliability analysis in variable operation conditions
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reliability function, semi-markov process, large multi-state system

Abstract
The semi-markov model of the system operation process is proposed and its selected parameters are defined.
There are found reliability and risk characteristics of the multi-state series- “m out of k ” system. Next, the joint
model of the semi-markov system operation process and the considered multi-state system reliability and risk is
constructed. The asymptotic approach to reliability and risk evaluation of this system in its operation process is
proposed as well.
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In practice a convenient assumption is that Z(t)  is  a
semi-markov process [1] with its conditional sojourn
times blθ  at the operation state bz  when its next
operation state is ,lz ,,...,2,1, vlb = .lb ≠  In this case
this process may be described by:
- the vector of probabilities of the initial operation
states ,)]0([ 1 νxbp
- the matrix of the probabilities of its transitions
between the states ννxblp ][ ,
- the matrix of the conditional distribution functions

ννxbl tH )]([  of the sojourn times ,blθ .lb ≠

If the sojourn times blθ , b, l ,,...,2,1 v= ,lb ≠ have
Weibull distributions with parameters ,blα blβ , i.e., if
for ,,...,2,1, vlb = ,lb ≠

)(tH bl  = P( blθ < t) = ],exp[1 bl
bl t

βα−− ,0>t

then their mean values are determined by

=blM ),1(1][
1

bl

bl
blblE

β
αθ β +=

−

                        (1)

,,...,2,1, vlb = .lb ≠

The unconditional distribution functions of the process
)(tZ  sojourn times bθ  at the operation states ,bz

,,...,2,1 vb =  are given by

)(tH b ∑=
=

v

l
blp

1
[ 1 - exp[- bl

bl t
βα t]],

∑ −−=
=

v

l

bl
blbl tp

1
],exp[1 βα ,0>t                  (2)

,,...,2,1 vb =

and, considering (1), their mean values are

=bM E[ bθ ] = ∑
=

v

l
blbl Mp

1

)11(
1

1

∑ +=
=

−ν
β

β
α

l bl

bl
blblp , b = 1,2,...,v,             (3)

and variances are

=bD D[ bθ ] ,)(])[( 22
bb ME −= θ (4)

where, according to (2),

)(])[(
0

22 tdHtE bb ∫=
∞

θ

dttttp blbl
blblbl

v

l
bl

1

0

2

1
]exp[ −

∞

=
−∫∑= ββαβα

),21(
2

1 bl

bl
bl

v

l
blp

β
α β +∑=

−

=
 b = 1,2,...,v.

Limit values of the transient probabilities

)(tpb ),)(( bztZP == ,0≥t ,,...,2,1 vb =

at the operation states bz  are given by

bp = =
∞→

)(lim tpb
t

,/
1

∑
=

v

l
llbb MM ππ ,,...,2,1 vb =       (5)

where bM  are given  by (3) and the probabilities bπ

of the vector νπ xb 1][  satisfy the system of equations







∑ =

=

=

v

l
l

blbb p

1
.1

]][[][

π

ππ

3. Multi-state series- “m out of nk ” system

In the multi-state reliability analysis to define systems
with degrading components we assume that all
components and a system under consideration have the
reliability state set {0,1,...,z}, ,1≥z  the reliability
states are ordered, the state 0 is the worst and the state
z is the best and the component and the system
reliability states degrade with time t without repair.
The above assumptions mean that the states of the
system with degrading components may be changed in
time only from better to worse ones. The way in which
the components and system states change is illustrated
in Figure 1.

                                          transitions

worst state                                          best state

Figure 1. Illustration of states changing in system with
ageing components

.
. . .0  1 u-1 z-1 zu . . .
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One of basic multi-state reliability structures with
components degrading in time are series- “m out of

nk ” systems.
To define them, we additionally assume that Eij, i =
1,2,...,kn, j = 1,2,...,li, kn, l1, l2,..., ,

nkl n ∈ N, are
components of a system, Tij(u), i = 1,2,...,kn, j =
1,2,...,li, kn, l1, l2,..., ,nkl n ∈N, are independent random
variables  representing the lifetimes of components Eij
in  the state subset },,...,1,{ zuu +  while  they  were  in
the state z at the moment t = 0, eij(t) are components Eij
states at the moment t, ),,0 ∞∈<t T(u) is a random
variable representing the lifetime of a system in the
reliability state subset  {u,u+1,...,z} while it was in the
reliability state z at the moment t = 0 and s(t) is the
system reliability state at the moment t, ).,0 ∞∈<t

Definition 1. A vector

   Rij(t ⋅, ) = [Rij(t,0), Rij(t,1),..., Rij(t,z)], ),,0 ∞∈<t

where

   Rij(t,u) = P(eij(t) ≥ u | eij(0) = z) = P(Tij(u) > t)

for ),,0 ∞∈<t u = 0,1,...,z, i = 1,2,...,kn, j = 1,2,...,li, is
the probability that the component Eij is in the
reliability state subset },...,1,{ zuu +  at the moment t,

),,0 ∞∈<t  while it was in the reliability state z at the
moment t = 0, is called the multi-state reliability
function of a component Eij.

Definition 2. A vector

   R )(m
nlnk (t ⋅, ) = [1, R )(m

nlnk (t,0), R )(m
nlnk (t,1),..., R )(m

nlnk (t,z)],

where

   R )(m
nlnk (t,u) = P(s(t) ≥ u | s(0) = z) = P(T(u) > t)

for ),0 ∞∈<t , u = 0,1,...,z, is the probability  that the
system is in the reliability state subset },...,1,{ zuu +  at
the moment t, ),,0 ∞∈<t  while it was in the reliability
state z at the moment t = 0, is called the multi-state
reliability function of a system.

It is clear that from Definition 1 and Definition 2, for
,0=u  we have Rij(t,0) = 1 and R )(m

nlnk (t,0) = 1.

Definition 3. A multi-state system is called series- “m
out of nk ” if its lifetime T(u) in the state subset

},...,1,{ zuu +  is given by

)()( )1( uTuT mnk +−= , ,,...,2,1 zu =

where )()1( uT mnk +−  is m-th maximal statistics in the
random variables set

)}({min)(
1

uTuT ij
ilj

i
≤≤

= , i =1,2,...,kn, .1,2,..., zu =

Definition 4. A multi-state series- “m out of nk ”
system is called regular if l1 = l2 = . . . =

nkl = ln, ln ∈N.

Definition 5. A multi-state series- “m out of nk ”
system is called homogeneous if its component
lifetimes ijT (u) have an identical distribution function,
i.e.

),)((),( tuTPutF ij ≤= ),,0 ∞∈<t ,,...,2,1 zu =

,,...,2,1 nki = ,,...,2,1 ilj =

i.e. if its components ijE  have the same reliability
function, i.e.

   R(t,u) = −1 F(t,u), ),,0 ∞∈<t .,...,2,1 zu =

From the above definitions it follows that the reliability
function of the homogeneous and regular series- “m
out of nk ” system is given by [3]

)],(...,),2,(),1,(,1[),( )()()()( ztttt m
nlnk

m
nlnk

m
nlnk

m
nlnk RRRR =⋅ ,(6)

where

( )∑ −−=
−

=

−1

0

)(
,

)],(1[)],([1

),(

m

i

inknlinlnk
i

m
nlnk

utRutR

utR

                (7)

   for ),,0 ∞∈<t u = 1,2,...,z,

or by

)],,(...,),2,(),1,(,1[),(
)()()()(

ztttt
m

nlnk
m

nlnk
m

nlnk
m

nlnk RRRR =⋅ (8)

where

( )∑ −=
=

−m

i

inknlinlnk
i

m
nlnk utRutRut

0

)(
, )],([)],(1[),(R         (9)

   for ),,0 ∞∈<t u = 1,2,...,z, ,mkm n −=
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where nk  is the number of series subsystems in the “m
out of nk ” system and nl  is the number of components
of the series subsystems.
Under these definitions, if )(m

nlnkR (t,u)  =  1  for t ≤ 0,

,,...,2,1 zu = or )(m
nlnkR (t,u) = 1 for t ≤ 0, ,,...,2,1 zu =

then

M(u) = ,),(
0

)( dtutm
nlnk∫

∞
R u = 1,2,..., z,                      (10)

or

   M(u) = ∫
∞

0

)( ,),( dtutm
nlnkR u = 1,2,..., z,                      (11)

is the mean lifetime of the multi-state non-
homogeneous regular series “m out of nk ”  system in
the reliability state subset },,...,1,{ zuu + and the
variance is given by

∫ −=
∞

0

2)( )],([),(2)]([ uTEdtuttuTD m
nlnkR                 (12)

or by

∫ −=
∞

0

2)( )].([),(2)]([ uTEdtuttuTD m
nlnkR            (13)

The mean lifetime ),(uM ,,...,2,1 zu =  of this system
in the particular states can be determined from the
following relationships

),1()()( +−= uMuMuM ,1,...,2,1 −= zu

).()( zMzM =                                                        (14)

Definition 6. A probability

   r(t) = P(s(t) < r | s(0) = z) = P(T(r) ≤ t), ),,0 ∞∈<t

that the system is in the subset of states worse than the
critical state r, r ∈{1,...,z} while it was in the reliability
state z at the moment t = 0 is called a risk function of
the multi-state homogeneous regular series “m out of

nk ”  system.

Considering Definition 6 and Definition 2, we have

   r(t) = −1 )(m
nlnkR (t,r), ),,0 ∞∈<t                             (15)

and if τ is the moment when the system risk function
exceeds a permitted level δ, then

=τ r ),(1 δ−                                                             (16)

where r )(1 t− , if it exists, is the inverse function of the
risk function r(t).

4. Multi-state series- “m out of nk ” system in its
operation process
We assume that the changes of the process Z(t) states
have an influence on the system components ijE
reliability and the system reliability structure as well.
Thus, we denote the conditional reliability function of
the system component ijE  while the system is at the

operational state ,bz ,,...,2,1 vb =  by

)(),( )],([ bji tR ⋅ = [1, ,)]1,([ )(),( bji tR ..., )(),( )],([ bji ztR ],

where for ),,0 ∞∈<t ,,...,2,1 zu = ,,...,2,1 vb =

))()(()],([ )()(),(
b

b
ij

bji ztZtuTPutR =>=

and the conditional reliability function of the system
while the system is at the operational state ,bz

,,...,2,1 vb =  by

)()(
, )],([ bm

nlnk t ⋅R = [1, ,)]1,([ )()(
,

bm
nlnk tR ..., )()(

, )],([ bm
nlnk ztR

for ),,0 ∞∈<t ,,...,2,1 zu = ,,...,2,1 ν=b
where according to (7), we have

)()(
, )],([ bm

nlnk utR ))()(( )(
b

b ztZtuTP =>=

( )∑−=
−

=

1

0

)( ])],([[1
m

i

inlbnk
i utR

inknlbutR −−⋅ ]])],([[1[ )( for ),,0 ∞∈<t
,,...,2,1 zu = ,,...,2,1 ν=b

or by

)()(
, )],([ bm

nlnk t ⋅R = [1, ,)]1,([ )()(
,

bm
nlnk tR ..., )()(

, )],([ bm
nlnk ztR

for ),,0 ∞∈<t ,,...,2,1 zu = ,,...,2,1 ν=b
where according to (9), we have

)()(
, )],([ bm

nlnk utR ))()(( )(
b

b ztZtuTP =>=
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( )∑ −=
=

m

i

inlbnk
i utR

0

)( ])],([[1[

inknlbutR −⋅ ]])],([[[ )( for ),,0 ∞∈<t
,,...,2,1 zu = .,...,2,1 ν=b

The reliability function )(),( )],([ bji utR is the
conditional probability that the component ijE  lifetime

)()( uT b
ij  in the reliability state subset },...,1,{ zuu +  is

not less than t, while the process Z(t) is at the operation
state bz . Similarly, the reliability function

)()(
, )],([ bm

nlnk utR  or )()(
, )],([ bm

nlnk utR is the conditional

probability that the system lifetime )()( uT b  in  the
reliability state subset },...,1,{ zuu +  is not less than t,
while the process Z(t) is at the operation state .bz  In
the case when the system operation time θ  is large
enough, the unconditional reliability function of the
system

),()(
, ⋅tm

nlnkR  = [1, ),1,()(
, tm

nlnkR ..., ),()(
, ztm

nlnkR ],

where

),()(
, utm

nlnkR ))(( tuTP >=  for ,,...,2,1 zu =

or

),()(
, ⋅tm

nlnkR  = [1, ),1,()(
, tm

nlnkR ,..., ),()(
, ztm

nlnkR ],

where

),()(
, utm

nlnkR ))(( tuTP >=  for ,,...,2,1 zu =

and )(uT  is the unconditional lifetime of the system in
the reliability state subset },,...,1,{ zuu +  is given by

,)],([),( )()(
,

1

)(
,

bm
nlnk

b
b

m
nlnk utput RR ∑≅

=

ν
(17)

or

)()(
,

1

)(
, )],([),( bm

nlnk
b

b
m

nlnk utput RR ∑≅
=

ν
(18)

for 0≥t and the mean values and variances of the
system lifetimes in the reliability state subset

},...,1,{ zuu +  are

∑≅
=

ν

1
)()(

b
bb uMpuM for ,,...,2,1 zu =                   (19)

where

,),(][)(
0

)()(
,∫=

∞
dtutuM bm

nlb nkR                                 (20)

or

,),(][)(
0

)()(
,∫=

∞
dtutuM bm

nlb nkR                                 (21)

and

∫ −=
∞

0

)(2)()()( )],([)],([2)]([ uTEdtuttuTD bbm
nlnk

b R     (22)

or

∫ −=
∞

0

)(2)()()( )]([)],([2)]([ uTEdtuttuTD bbm
nlnk

b R    (23)

for ,,...,2,1 ν=b ,0≥t and bp  are given by (4).
The mean values of the system lifetimes in the
particular reliability states ,u  by (14), are

)1()()( +−= uMuMuM , ,1,...,2,1 −= zu

).()( zMzM =                                                        (24)

5. Large multi-state series- “m out of nk ”
system in its operation process
Definition 7. A reliability function

),,()],,(),...,1,(,1[),( ∞−∞∈=⋅ tzttt ℜℜℜ

where

,),(),(
1

)(∑=
=

v

b

b
b utput ℜℜ

is called a limit reliability function of a multi-state
homogeneous regular series- “m out of nk ” system in
its operation process with reliability function

)(m
nlnkR (t, ⋅ ) = [1, )1,()( tm

nlnkR ,..., ),()( ztm
nlnkR ],

or
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)(m
nlnkR (t, ⋅ ) = [1, )1,()( tm

nlnkR ,..., ),()( ztm
nlnkR ],

where ),,()( utm
nlnkR ),,()( utm

nlnkR ,,...,2,1 zu =  are given
by (17) and (18) if there exist normalising constants

,0)()( >ua b
n ),,()()( ∞−∞∈ub b

n ,,...,2,1 vb =

,,...,2,1 zu =

such that for
)()( ubCt

ℜ
∈ , ,,...,2,1 zu = ,,...,2,1 vb =

),,()]),()(([lim )()()()()(
, utuubtua bbb

n
b

n
m

nlnkn
ℜ=+

∞→
R

or

).,()]),()(([lim )()()()()(
, utuubtua bbb

n
b

n
m

nlnkn
ℜ=+

∞→
R

Hence, the following approximate formulae are valid

),,(),(
1 )(

)(
)()( ∑

−
≅

=

v

b b
n

b
nbbm

nl
u

a
btput ℜ

nkR                      (25)

,,...,2,1 zu =

or

),,(),(
1 )(

)(
)()( ∑

−
≅

=

v

b b
n

b
nbbm

nl
u

a
btput ℜ

nkR  (26)

.,...,2,1 zu =

The following auxiliary theorem is proved in [7].

Lemma 1. If
(i) ∞=

∞→ nn
klim , m = constant

      ( ∞→→ n
n

kk
m and0 ),

(ii) ),()( utmℜ

∑ −∑−=
−

==

1

0

)(
)(

1 !
)],([)],(exp[1

m

i

ib
bv

b
b i

utVutVp

is a non-degenerate reliability function,
(iii) )],,(),...,1,(,[1),( )(

,
)(
,

)(
, zttt m

nlnk
m

nlnk
m

nl
RRR

nk =⋅

),,( ∞−∞∈t
where

)(
,

1

)(
, )]([)( bm

nlnk

v

b
b

m
nlnk tpt RR ∑≅

=

is the reliability function of a homogeneous regular
multi-state series- “m out of nk ” system, where

)()(
, )],([ bm

nlnk utR

( )∑ −−=
−

=

−1

0

)()( ])],([1[)],([1
m

i

inknlbinlbnk
i utRutR  ,

t∈(-∞,∞), zu 1,2,...,= ,

is its reliability function at the operational state bz ,
then

)],,(),...,1,(,1[),( )()()( zttt mmm ℜℜℜ =⋅
),,( ∞−∞∈t

is the multi-state limit reliability function of that
system if and only if [7]

nlb
n

b
n

b
nn

uubtuaRk )]),()(([lim )()()( +
∞→

),,()( utV b= ,
)()( ubV

Ct ∈                                        (27)

,,...,2,1 zu = .,...,2,1 vb =

Proposition 1. If components of the multi-state
homogeneous, regular series- “m out of nk ” system at
the operational state bz
(i)  have exponential reliability functions,

1),()( =utR b for ,0<t
])(exp[),( )()( tuutR bb λ−=  for ,0≥t                  (28)

,,...,2,1 zu = ,,...,2,1 vb =
(ii) constant=m , ,0, >= nn lnk

(iii) ,log
)(

1,
)(

1)( )(
)(

)(
)( n

lu
b

lu
ua

n
b

b
n

n
b

b
n λλ

==

,,...,2,1 zu = ,,...,2,1 vb =

then

)],,(),...,1,(,1[),( )(
3

)(
3

)(
3 zttt mmm ℜℜℜ =⋅               (29)

),,( ∞−∞∈t

Where

∑
−

−−∑−=
−

==

1

01

)(
3 !

]exp[)]exp(exp[1),(
m

i

v

b
b

m

i
ittputℜ   (30)

for ),( ∞−∞∈t , ,,...,2,1 zu = is the multi-state limit
reliability function of that system , i.e. for n large
enough we have
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),(, ut(m)
nlnkR ∑

−
−−∑−≅

−

==

1

0 )(

)(

1
)]

)(
)(

exp(exp[1
m

i b
n

b
nv

b
b ua

ubt
p

!

]
)(

)(
exp[ )(

)(

i
ua

ubt
i b

n

b
n−

−
⋅

∑ −−−∑−≅
−

==

1

0

)(

1
)]log)(exp(exp[1

m

i
n

bv

b
b ntlup λ

!
]log)(exp[ )(

i
nitlui n

b −−
⋅

λ
                     (31)

for ),( ∞−∞∈t , .,...,2,1 zu =

Proof. For n large enough we have

0
)(

log)()( )(
)()( ≥

+
=+

n
b

b
n

b
n lu

ntubtua
λ

 for ),( ∞−∞∈t

,,...,2,1 zu = .,...,2,1 vb =

Therefore, according to (28) for n large enough, we
obtain

)),()(( )()()( uubtuaR b
n

b
n

b +

))]()()((exp[ )()()( ubtuau b
n

b
n

b +−= λ

]logexp[
nl

nt −−
=  for ),( ∞−∞∈t , ,,...,2,1 zu =

.,...,2,1 vb =

Hence, considering (27), it appears that

nlb
n

b
n

b
nn

b ubtuaRkutV ))]()(([lim)],([ )()()()( +=
∞→

]logexp[lim
n

nn l
ntln −−

=
∞→

]exp[ t−=

   for ),,( ∞−∞∈t ,,...,2,1 zu = ,,...,2,1 vb =
which means that according to Lemma 1 the limit
reliability function of that system is given by (29)-(30).

The next auxiliary theorem is proved in [7].

Lemma 2. If

(i) 10, <<→ ηη
nk

m for ∞→n ,

,)1(
nn k

o
k
m

=−η

(ii) dxxput
utbvv

b
b ]

2
exp[

2
11),(~ ),()( 2

1

)( ∫ −∑−=
−

∞−=π
ηℜ ,

 is a non-degenerate reliability function, where
),()( utv b  is a non-increasing function

(iii) )],,(),...,1,(,[1),( )(
,

)(
,

)(
, zttt m

nlnk
m

nlnk
m

nl
RRR

nk =⋅

),,( ∞−∞∈t  where
)(

1

)(
,

)(
, ]),([),( bv

b

m
nlnkb

m
nlnk utput ∑≅

=
RR , ),,( ∞−∞∈t

is the reliability function of a homogeneous regular
multi-state series- “m out of nk ” system, where

)()(
, )],([ bm

nlnk utR

( )∑ −−=
−

=

−1

0

)()( ])],([1[)],([1
m

i

inknlbinlbnk
i utRutR  ,

t ∈(-∞,∞), zu 1,2,...,= , ,,...,2,1 vb =

is its reliability function at the operational state bz ,
then

)],,(~),...,1,(~,1[),(~ )()()( zttt ηηη ℜℜℜ =⋅
),( ∞−∞∈t

is the multi-state limit reliability function of that
system if and only if  [7]

( )ηη

η

−

−++
∞→ 1

])]),()(([1
lim

)()()( bb
n

b
n

nl
n

n

uubtuaRk

,for),(
)()(

)(
ubv

b Ctutv ∈= ,,...,2,1 zu =                 (32)

.,...,2,1 vb =

Proposition 2. If components of the multi-state
homogeneous, regular series- “m out of nk ” system at
the operational state bz
(i)  have exponential reliability functions,

1),()( =utR b for ,0<t
])(exp[),( )()( tuutR bb λ−=  for ,0≥t                  (33)

,,...,2,1 vu = ,,...,2,1 vb =

(ii) η→
nk

m , 10 << η ∞→nfor , ,0, >= nn lnk

(iii)
n

b
b

n
n

b
b

n lu
ub

nlu
ua

)(
log)(,

)(
1

)( )(
)(

)(
)(

λ
η

ηλ

η −=
−

= ,
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,,...,2,1 zu = ,,...,2,1 vb =

then

)],,(~),...,1,(~,1[),(~ )(
7

)(
7

)(
7 zttt ηηη ℜℜℜ =⋅                (34)

),,( ∞−∞∈t

where

dxeput
t xv

b
b ∫∑−=

∞−

−

=

2

2

1

)(
7

2
11),(~
π

ηℜ                (35)

   for ),,( ∞−∞∈t ,,...,2,1 zu =

is the multi-state limit reliability function of that
system , i.e. for n large enough we have

),(, ut(m)
nlnkR dxep

ub
na

ub
nbt

xv

b
b ∫∑−≅

−

∞−

−

=

)()(
)()(

2

2

12
11
π

π2
11 −≅

dxep

ntnlubn
xv

b
b ∫∑⋅

−

+

∞−

−

=

η

λη

1
log)()((

2

2

1
          (36)

for ),,( ∞−∞∈t .,...,2,1 zu =

Proof. Since, for sufficiently large n, we have

0)log
1

(
)(

1)()( )(
)()( >−

−
=+ η

η

η

λ
t

nlu
ubtua

n
b

b
n

b
n

   for ),,( ∞−∞∈t ,,...,2,1 zu = ,,...,2,1 vb =

then according to (33) for sufficiently large n, we
obtain

)),()(( )()()( uubtuaR b
n

b
n

b + ,

))]()()((exp[ )()()( ubtuau b
n

b
n

b +−= λ

)]log
1

(1exp[ η
η

η
−

−
−= t

nln
 for ),,( ∞−∞∈t

,,...,2,1 zu = .,...,2,1 vb =

Hence, considering (32), it appears that

),()( utv b

( )ηη

η

−
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lim

)()()( nlb
n

b
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b
n
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   =
( )ηη
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))]log1
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lim nn
n
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η

η

−
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−
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)]log
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(exp[1
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t
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n
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( )
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−
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1
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t
n
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( )

( )ηη
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−
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∞→ 1

)
1

(
)1(

1
lim

t
n

ot
n

n
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   = t−  for ),( ∞−∞∈t , ,,...,2,1 vb =

which means that according Lemma 2 the limit
reliability function of that system is given by (34)-(35).

The next auxiliary theorem is proved in [7].

Lemma 3. If

(i) ∞→nk , 1→
nk

m , mmkn →− )( = constant

∞→nfor ,

(ii) ∑ −∑=
==

m

i

ib
bv

b
b

m

i
utVutVput

0

)(
)(

1

)(

!
)],([)],(exp[),(ℜ

 is a non-degenerate reliability function,
(iii) )],,(),...,1,(,[1),( )(

,
)(

,
)(
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m

nlnk
m

nl
RRR

nk =⋅
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),,( ∞−∞∈t  where

),(
)(
, ut

m
nlnkR )()(

,
1

)],([ bm
nlnk

v

b
b utp R∑≅

=
, ),,( ∞−∞∈t

is the reliability function of a homogeneous regular
multi-state series- “m out of nk ” system, where

)()(
, )]([ bm

nlnk tR

( ) ,)]([])]([1[
0

)()()(∑ −=
−

=

−
mnk

i

inknlbinlbnk
i tRtR

   t∈(-∞,∞), zu 1,2,...,= , ,,...,2,1 vb =

is its reliability function at the operational state bz ,
then

)],,(),...,1,(,1[),( )()()( zttt mmm ℜℜℜ =⋅

),,( ∞−∞∈t

is the multi-state limit reliability function of that
system if and only if [7]

)),()((lim )()()( uubtuaFlk b
n

b
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b
nnn

+
∞→

)()(
)( for),(

ubV
b CtutV ∈=                                     (37)

,,...,2,1 zu = .,...,2,1 vb =

Proposition 3. If components of the multi-state
homogeneous, regular series- “m out of nk ” system at
the operational state bz
(i) have exponential reliability functions,

1),()( =utR b for ,0<t
])(exp[),( )()( tuutR bb λ−=  for ,0≥t                   (38)

,,...,2,1 zu = ,,...,2,1 vb =
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is the multi-state limit reliability function of that
system , i.e. for n large enough we have
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Proof. Since

0
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0
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b
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 for ,0≥t

,,...,2,1 zu = ,,...,2,1 vb =

therefore, according to (38), we obtain
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b
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and

)),()(( )()()( uubtuaF b
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b
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nnlk
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−−=  for ,0≥t ,,...,2,1 zu =
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Hence, considering (37), it appears that
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   = 0)),()((lim )()()( =+
∞→

uubtuaFlk b
n

b
n

b
nnn

 for ,0<t

,,...,2,1 zu = ,,...,2,1 vb =

and

),()( utV b = )),()((lim )()()( uubtuaFlk b
n

b
n

b
nnn

+
∞→

                   = ( )]exp[1lim
nn

nnn lk
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                  = ( ))(11lim
nnnn

nnn lk
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tlk −+−
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                  = t  for ,0≥t ,,...,2,1 zu = ,,...,2,1 vb =

which means that according Lemma 3 the limit
reliability function of that system is given by (39)-(40).

The next auxiliary theorem is proved in [7].
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Proposition 4. If components of the multi-state
homogeneous, regular series- “m out of nk ” system at
the operational state bz
(i) have exponential reliability functions,
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is the multi-state limit reliability function of that
system , i.e. for n large enough we have
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which, by Lemma 4, completes the proof.

6. Conclusion
The purpose of this paper is to give the method of
reliability analysis of selected multi-state systems in
variable operation conditions. As an example a multi-
state series-“m out of k” systems are analyzed. Their
exact and limit reliability functions, in constant and in
varying operation conditions, are determined. The
paper proposes an approach to the solution of
practically very important problem of linking the
systems’ reliability and their operation processes. To
involve the interactions between the systems’ operation
processes and their varying in time reliability
structures a semi-markov model of the systems’
operation processes and the multi-state system
reliability functions are applied. This approach gives
practically important in everyday usage tool for
reliability evaluation of the large systems with
changing their reliability structures and components
reliability characteristic during their operation
processes. The results can be applied to the reliability
evaluation of real technical systems.
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1. Introduction
This contribution is supposed to contribute to a
solution of dependability qualities of the complex (in
this case) weapon system as an observed object. I
would like to show one of the ways how to specify a
value of single dependability measures of a set. The
aim of our paper is to verify the suggested solution in
relation to some functional elements which influence
fulfillment of a required function in a very significant
manner. [1], [3]
A weapon set is a complex mechatronics system which
is designed and constructed for military purposes. We
are talking about a barrel shooting gun – a fast
shooting two-barrel cannon. It is going to be
implemented in military air force in particular.
Generally speaking the set consists of mechanical
parts, electric, power and manipulation parts,
electronic parts and ammunition. For the purpose of
use in our paper we are going to deal with isolated
functional blocks and ammunition only. In this case we
view the ammunition as recommended standardised
rounds and pyrotechnic cartridges.
Single parts of the set can be described with qualitative
and most importantly quantitative indices which
present their quality. In my paper I am dealing
especially with quality in terms of dependability
characteristics. We are working first and foremost with
probability values which characterize single indices,
and which describe functional range and required
functional abilities of the set. We focus on the part

handling rounds and pyrotechnic cartridges which are
crucial for this case. In order to continue our work it is
necessary to define all terms and specify every
function.

2. Essential terms and definitions
We are always talking about an object in terms of
reliability analyses. The definition for object is the
same as the used in IEC 60500 (191/50). Consequently
we need to describe the basic object’s measures [2].
Object’s function:
The main function: The main function of the object is
putting into effect a fire from a gun using standard
ammunition.
The step function: Manipulation with ammunition, its
charging, initiation, detection and indication of
ammunition failure during initiation, initiation of
backup system used for re-charging of a failed
cartridge.
It is expected that the object will be able to work under
different operating conditions especially in different
temperature spectra, under the influence of varied
static, kinetic and dynamic effects, in various zones of
atmospheric and weather conditions.
In this case we will not take into account any of the
operating conditions mentioned above. However, their
influence might be important while considering
successful mission completion.
One of the main terms we are going to develop is:
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Mission: It is an ability to complete a regarded mission
by an object in specified time, under given conditions
and in a required quality.
In our contribution it is a case of cannon ability to put
into effect a fire in a required amount – in a number of
shot ammunition at a target in required time, and under
given operating and environmental conditions.
As it follows from the definition of a mission it is a
case of a set of various conditions which have to be
fulfilled all at once in a way to satisfy us completely.
Our object is supposed to be able to shoot a required
amount of ammunition which has to hit the target with
required accuracy (probability). We will not take into
consideration circumstances relating to evaluation of
shooting results, weapon aiming, internal and external
ballistics, weather conditions and others. We will focus
only on an ability of an object to shoot. [4]
As we have stated above we will deal with isolated
function blocks only. We are presuming that these
blocks act according to required and determined
boundary conditions. In order to understand functional
links fully we introduce our way of dividing an object.
We are talking about the following block:

- manipulation with ammunition, its charging,
initiation, failure detection and indication
during initiation, initiation of a backup system
in order to recharge a failed cartridge, all
mechanical parts, all electric and electronic
parts, interface elements with a carrying device
- Block A;

- ammunition – Block B;
- pyrotechnic cartridges – Block C.

3. Description of a process
The process as a whole can be described this way:
From a mathematical and technical point of view it is a
fulfilling of requirements´ quee which gradually comes
into the service place of a chamber. The requirements´
quee is a countable rounds´ chain where the rounds
wait for their turn and are transported from the line
where they wait in to a service place (fulfilment of a
requirement) of a chamber and there they are initiated.
After the initiation the requirement is fulfilled. An
empty shell (one of the essential parts of a round)
leaves a chamber taking a different way than a
complete round. When the requirement is fulfilled,
another system which is an integral part of a set detects
process of fulfilling the requirement. The process is
detected and indicated on the basis of interconnected
reaction processes. In this case fulfilling the
requirement is understood as a movement of a barrel
breech going backwards. Both fulfilling the
requirement and its detection are functionally
connected with transport of another round waiting in a
line to go into a chamber.
Let’s presume that rounds are placed in an ammunition
feed belt of an exactly defined length. A maximum

number of rounds which could be placed in a belt is
limited by the length then. The length is given either
by construction limitations or by tactical and technical
requirements for a weapon set. Let’s presume that
despite different lengths of an ammunition belt, this
will be always filled with rounds from the beginning to
the end. Let’s also assume that the rounds are not non-
standard and are designed for the set.
The process of fulfilling the requirement is monitored
all the time by another system which is able to
differentiate if it is fulfilled or not. The fulfilment itself
means that a round is transported into a chamber, it is
initiated, shot, and finally an empty shell leaves a
chamber according to a required principle. If the
process is completed in a required sequence, the
system detects it as a right one.
Because of unreliability of rounds the whole system is
designed in the way to be able to detect situations in
which the requirement is not fulfilled in a demanded
sequence and that is why it is detected as faulty.
Although a round is transported into a chamber and is
initiated, it is not fired. A function which is essential
for a round to leave a chamber is not provided either,
and therefore another round waiting in line cannot be
transported into a chamber. That is the reason why
fulfilling of the requirement is not detected.
The system is designed and constructed in such a way
that it is able to detect an event like this and takes
appropriate countermeasures. A redundant system
which has been partly described above is initiated.
After a round is initiated and the other steps don’t carry
out (non-fire, non-movement of a barrel breech
backwards, non-detection of fulfilling the requirement,
non-leaving of a chamber by an empty shell, and non-
transport of another round into a chamber) a system of
pyrotechnic cartridges is initiated. It is functionally
connected with all the system providing mission
completion.  A pyrotechnic cartridge is initiated and
owing to this a failed round is supposed to leave a
chamber. A failed functional link is established and
another round waiting in line is transported into a
chamber.
In order to restore the main function we use a certain
number of backup pyrotechnic cartridges. Our task is
to find out a minimum number which is essential for
completing the mission successfully.

4. Mathematical model
To meet the needs of our requirements we are going to
use a mathematical way which helps us to express
successful completing the mission. We know that the
number of rounds n in an ammunition belt is final. We
also know that an event-failure of a round B
(ammunition block – B) can occur with a probability
pn. All the requirements and specifications mentioned
above will be used in further steps.
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Because it is about a stream of rounds of a number n
which wait in line to meet the requirement, and each of
them has a potential quality pn, a number of failed
rounds has a binomial distribution (Bi) of a an event
occurrence. The distribution is specified by the
parameters n and pn: Bi(n,pn). A number of occurrences
Xn of an event B  follows the distribution in
Bernoulli’s row n of independent experiments, and
probability of event occurrence P( B ) = pn. A number
pn  is the same in every experiment. [5]; [6]
Because there is an occurrence of a number of events
in an observed file we are talking about a counting
distribution of an observed random variable. A random
variable is in this case a number of failed rounds. A
probability function of a binomial distribution can be
put that way:
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nn pp

x
n

xXP −−







== 1)( ; x∈{0,1,2,...,n}.   (1)

Qualities of binomial distribution like a mean value
E(Xn) and dispersion D(Xn) are obtained by calculating
the formula:

E(Xn) = n . pn , (2)

   D(Xn) = n . pn . (1- pn).                                            (3)

A number of failed rounds follows a binomial
distribution with parameters n – a number of rounds
and pn – failure occurrence probability of a round.
In order to specify a mean number of possible failures
in an ammunition belt of a given length (there is a
certain amount of rounds) we quantify the formula (2)
and replace n by a real number of rounds in an
ammunition belt.
On the basis of construction, technical and technical
requirements we can have ammunition belts of
different length at a given moment, and consequently
we have a different number of rounds. Only a
maximum number of rounds in an ammunition belt is
considered in another calculation. The ammunition belt
is supposed to be of a maximum length which is able
to fit a loading device
In case a round fails initiation of a backup system for
function restoration occurs according to a mechanism
described above. It is a case of successive initiation of
pyrotechnic cartridges (in a system of pyrotechnic
cartridges) which are supposed to guarantee restoring
of a required broken chain of function. A number of
pyrotechnic cartridges in a backup system is m.
Pyrotechnic cartridges have also a probability pm of  a
failure occurrence which unable their initiation.
Pyrotechnic cartridges too are placed in line waiting
for meeting the requirement which results from their
function. In case of a failure of the first pyrotechnic

cartridge the next one is initiated up to the moment
when either a function is restored or all pyrotechnic
cartridges are used up.
On the basis of the facts mentioned above it is obvious
that the process of fulfilling the requirements follows
geometrical distribution (Ge). It means that the process
of fulfilling the requirements repeats so often until it
meets them in terms of reversion of all the process to
an operational state. It is a case of an observed discreet
random variable. Pyrotechnic cartridges also have
failure rate pm (failure probability) and there is a
limited number of them. It means that a failure can
occur up to m-times. A geometrical distribution Ge(pm)
generally follows this outline.
We are going to assess the succession of independent
attempts, and probability of an observed event
occurrence equals the same number pm in each attempt.
The quantity Xm is a serial number of the first success
which means that a required event occurs. The event
here means a function of a block C, and a probability
pm means an event occurrence C . Characteristics of
the process are as follow. A probability function:

   P(Xm=x) = pm
x-1(1-pm);x∈{1,2,3,…,m}.                   (4)

It is a special case of a geometrical distribution when a
probability of an event occurrence (a pyrotechnic
cartridge failure) does not depend on a number of
previous unsuccessful attempts of a value 0.
Characteristics of a geometrical distributions, for
example mean value E(Xm) (a mean number of
pyrotechnic cartridges necessary for removing one
failed round) and dispersion D(Xm) are obtained by a
calculation of a formula:
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While completing the mission during either training or
a real deployment a few scenarios can occur, and the
course of them depends on single functional blocks. To
complete the mission M successfully single blocks are
expected to be failure free as stated above. The
function of the blocks mentioned above are designated
as A, B,  C, the opposite is ;A ;B C . The relation can
be expressed by using events this way:

M = A ∩(B∪ C).                                                     (6)

Using probability expression we talk about probability
of mission completion M. We can put it that way:

P(M) = P(A) . [P(B) + P(C) - P(B ∩C)];               (7)
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5. Description of scenarios

Description of the scenarios which can occur during
completing or defaulting the mission relate only to an
ammunition block and to a redundant mechatronics
system with pyrotechnic cartridges.
The mission is completed. In the first case there can be
a situation when all the ammunition of a certain
amount which is placed in an ammunition belt is used
up and a round failure occurs or it is used up and a
round failure does not occur. In this case a backup
system of pyrotechnic cartridges is able to reverse a
system into an operational state. Using up can be
single, successive in small bursts with breaks between
different bursts, or it might be mass using one burst.
Shooting is failure free or there is a round failure
occurrence n. In case a round failure occurs, a system
which restores a function of pyrotechnic cartridges is
initiated. There are two scenarios too – a system
restoring a pyrotechnic cartridges function is failure
free, or a pyrotechnic cartridge fails. If a function of
pyrotechnic cartridges is applied, it can remove a
failure m-times. So a number of restorations of the
function is the same as the number of available
pyrotechnic cartridges. In order to complete the
mission successfully we need a higher amount of
pyrotechnic cartridges m, or in the worst case the
number of pyrotechnic cartridges should be equal to a
number of failures. Another alternative is the situation
that a round fails and in this case a pyrotechnic
cartridge fails too. A different pyrotechnic cartridge is
initiated and it restores the function. This must satisfy
the requirements that an amount of all round failures n
is lower or at least equal to a number of operational
(undamaged) pyrotechnic cartridges m. The mission is
completed in all the cases mentioned above and when
following a required level of readiness of a block A.
The mission is not completed. In the second case the
shooting is carried out one at a time, in small bursts or
in one burst, and during the shooting there will be n
round failures. At the time the failure occurs a backup
system for restoring the function will be initiated.
Unlike the previous situation there will be m
pyrotechnic cartridges´ failures and a total number of
pyrotechnic cartridges´ failures equals at least a
number of round failures, and is equal to a number of
implemented pyrotechnic cartridges M at the most. It
might happen in this case that restoring of the function
does not take place and the mission is not completed at
the same time because there are not enough
implemented pyrotechnic cartridges.
The relation of transition among the states can be
expressed by the theory of Markov chains.

Figure 1. Description of transitions among the states

Characteristics of the states:
0 state: An initial state of an object until a round
failure occurs with a probability      function of a
round P(B). It is also a state an object can get with a
pyrotechnic cartridge probability P(C) in case a round
failure occurs
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m1…mm state:  A state an object can get while
completing the mission. Either a round failure occurs
in probability ( ) ( )BPBP −= 1 , or there is a pyrotechnic
cartridge failure in probability ( ) ( )CPCP −= 1 .
1 state: A state an object can get while completing the
mission. It is so called an absorption state. Transition
to the state is described as probability ( ) ( )CPCP −= 1
of a failure of last pyrotechnic cartridge as long as an
object was in a state „kn“ before this state, or it can be
described as probability of a round failure occurrence

( ) ( )BPBP −= 1  as long as an object was in a state 0
before this state and all pyrotechnic cartridges are
eliminated from the possibility to be used.
Transitions among different states as well as absolute
probability might be put in the following formulae:
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1. An alternative of a function when the mission
is completed.

2. An alternative
of a function
when the mission
is not completed.
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We suggest the subsequent steps for all the scenarios
mentioned above. Following the mathematical formula
(1) it is possible to find out probability of a number of
round failures´ occurrences in an ammunition belt of a
length n. Following the equation (2) we can specify an
expected mean value of a mean number of round
failures in an ammunition belt of a given length.
The mean value result is recommended to be used for a
maximum length of an ammunition belt (a maximum
number of rounds) which could be implemented into a
weapon set concerning construction as well as tactical
and technical views. The result informs us of a
minimum number of pyrotechnic cartridges which are
to be applied for a successful completing the mission.
In this case there is a threat of a pyrotechnic cartridge
failure which could cause a system failure (as far as a
number of round failures is higher than a number of
available pyrotechnic cartridges). In this case we
would not complete the mission.
In order to assess dependability of a shooting function
it is necessary to know a number of pyrotechnic
cartridges and, depending on this, probability of
completing the mission. To fulfil the requirements I
suggest three steps:

1) To determine a required number of
pyrotechnic cartridges;

2) To quantify generally probabilities of
completing the mission;

3) To quantify exactly probabilities of completing
the mission

Following the steps mentioned above we suggest this
method.

Ad 1) To determine a required number of pyrotechnic
cartridges

When we calculate a mean number of failed rounds
E(Xn) which is determined from a maximum number of
rounds n in a ammunition belt (see above) and
probability of a round failure occurrence pn, see the
formula (2), we get a minimum recommended number
of pyrotechnic cartridges which are supposed to
guarantee completing the mission in case a round fails.
The calculation would be successful in case a
pyrotechnic cartridge failure does not occur. However,
even a system of pyrotechnic cartridges concerning a
failure occurrence depends on counting distribution of
a discreet random variable which is specified in our
case by a geometrical distribution. (Because the system
is activated so long until the observed and required
event occurs – in terms of repairing the failure.) We
suggest calculating a mean number of pyrotechnic
cartridges´ failures following the formula (5). For the
calculation we will need only pyrotechnic cartridge
failure probability pm. On the basis of this calculation

we get an average number of pyrotechnic cartridges
required to repair a failure of one round.
In order to complete the mission a number of available
(operational) pyrotechnic cartridges should be at least
the same as a number of failed rounds. When we
multiply the mean values we obtain a total number of
pyrotechnic cartridges M which will guarantee
completing the mission (even in the situation when
besides failed rounds there are failed pyrotechnic
cartridges too)

M = E(Xn) . E(Xm)=
m

n

p
pn

−1
. .                                (12)

Logically a number of pyrotechnic cartridges which
are essential for completing the mission successfully is
continually proportioned to a number of rounds n and
to probability of their failure pn, and inversely
proportioned to probability of pyrotechnic cartridge
“success” 1-pm. The Figure 2 shows a typical course of
dependability M (pn;pm), it means a invariant M which
depends on variables pn a pm. This way might be the
first of the alternatives how to solve the problem. It
suggests a total number of pyrotechnic cartridges
which are essential for completing the mission but it
does not show the way how to quantify probability of
mission completion.
While recording distribution parameters we are going
to use an equivalent m standing for a value M.

Figure 2. Course of dependability of a number of
pyrotechnic cartridges M on variables pn and pm

Ad 2) To quantify generally probability of completing
the mission

In this case we follow the solution which has been
stated in the part Ad 1. We take into account that there
is a number of pyrotechnic cartridges required for
completing the mission. So, we determine an α fractile
which provides an upper limit of a number of rounds
which fail in probability α. After we specify β fractile
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which provides an upper limit of pyrotechnic
cartridges which fail in probability β.
While working with fractiles we follow the general
information. 100% fractile of a random variable X is a
number xp, and a probability p where 0<p<1 is denoted
by

P(X ≤ xp) ≥ p                                                         (13)

and

pxP
pxx

≤
−→

)(lim .                                                      (14)

The fractile of an observed random variable we are
working with is expressed by

( )∑
=

==
α

α

x

n
n nXPp

0

.                                              (15)

We put it into words this way – occurrence probability
n of a number of events is specified by a sum of
probabilities for the occurrence of all events from 0 to
n.
In our case we take into account that round failures´
distribution is binomial Bi=(n;pn) and a fractile
determining an upper limit of a number of rounds
which might fail in probability α will be designated as
xα. We put it that way

( ) αα =≤ xXP n .                                                   (16)

We suppose that a general distribution of a pyrotechnic
cartridge follows a binomial distribution too Bi(m;pm).
A fractile providing an upper limit of a number of
pyrotechnic cartridges which fail in probability β is
denoted by βy . Thus

( ) ββ =≤ yYP m .                                                  (17)

The equation can be put in a different way as

( ) ββ =−≥− ymYmPr m .                                  (18)

The following interpretation of a fractile yβ is useful
for other steps – at least βym −  of pyrotechnic
cartridges will be available with probability β.
As it was stated before we are supposed to know a total
number of pyrotechnic cartridges M which are
essential for completing the mission. The requirement
is shown in the following equation:

( ) αβ xyM ≥− .                                                     (19)

The equation shows that a number of available
pyrotechnic cartridges (we obtain it when we subtract
failed pyrotechnic cartridges from a total amount of all
applied pyrotechnic cartridges) will be at least the
same (it would be better to have a higher number) as a
number of failed rounds. If this assumption is fulfilled,
we can expect that the mission will be completed in
probability pmis. Probability of completing the mission
can be put that way

pmis = α . β .                                                           (20)

The formula can be described like this – probability of
completing the mission equals a multiplication of
probabilitiesα;β ∈(0;1) which provide us an upper
limit of failed rounds and an upper limit of failed
pyrotechnic cartridges for required levels of fractiles.
If the level of mission completion probability is known
in advance, e.g. it is specified by technical
requirements for a set, we can put it in the formula
which is based on an assumption that the mission will
be completed in case a number of available
pyrotechnic cartridges is at least the same as rounds
which are supposed to fail

βα ymx −≤ .                                                         (21)

If it goes this way, the mission will be completed in
probability expressed in the formula (20).
If we have the values α, n, β, pmis, we may find a value
m (M) using quantitative methods. At the end of my
contribution there is an example of this solution.

Ad 3) To quantify exactly probabilities of completing
the mission

In the last step we are going to examine how to
quantify an exact value of mission completion
probability pmis. On the basis of the assumption
described above we know that probability of
completing the mission depends on reliability of two
key blocks. It is an ammunition block (B) and a
pyrotechnic cartridges´ block (C). Following the last
two alternatives we might specify both a required total
number of pyrotechnic cartridges which is essential to
complete the mission (in case all conditions are met),
and a general value of mission completion probability
in case general conditions are followed. This solution
might satisfy us under certain circumstances but it is
not always like that. Therefore we suggest the last way
how to quantify probability of completing the mission
based on more exact method.
It is necessary to define indices and quantities which
effect directly probability of completing the mission
pmis. These are a number of rounds n, probability of a
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round failure occurrence pn, a number of pyrotechnic
cartridges m, and probability of a pyrotechnic cartridge
failure occurrence pm. A general function of mission
completion probability and its variables is put that
way:

pmis(n,pn,m,pm).                                                       (22)

Further steps follow well known assumptions. The
function of a rounds´ failure takes form of a binomial
distribution with parameters n and pn – Bi(n,pn), and
the rounds which may fail can be marked with k where
k ∈ {0;1;2;…..;n}. Moreover, we introduce functions
of a pyrotechnic cartridges´ failure Yk where k∈
{0;1;2;…..;m}. They show us possibility of a
pyrotechnic cartridge failure while shooting as soon as
it is necessary to remove a failed round. Let us assume
that a sum of functions of a pyrotechnic cartridges´
failure will be lower than a number of available
pyrotechnic cartridges used for removing a failed
round. We put it in the following formula

∑
=

≈≤
m

k
k mY

0
mYYY k ≤++ ......10 .                         (23)

Following the assumption mentioned above we
consider the case that the first available pyrotechnic
cartridge follows geometrical distribution of a function
of its activity Ge(pm) during the failure of the k-th
round Yk. The function pm means probability of
pyrotechnic cartridge failure occurrence. It can be
described as

Yk ~ Ge(pm).                                                           (24)

The equation showing probability of completing the
mission is put that way

( )

( ) ( )∑ ≤+++==
=

n

k
k

mn

mYYYPkXP

pmpnP

0
10 .....

,,,
                   (25)

where in case k=0 (it reflects a situation where there is
no round failure) a function would be specified
additionally provided that P(Y1+….Yk ≤ m)=1. And in
order to solve a probability value of completing the
mission we would use so called completing the
formula taking advantage of forming functions. From a
mathematical point of view this is much more
demanding but it offers a very exact value expressing
probability of completing the mission pmis while using
a variation of function factors. On its basis it is easy to
prove a dependability of a total number of used
pyrotechnic cartridges on a level of mission
completion probability pmis.

An example of a possible solution:

Given:
pn = 0,000 1 - round failure probability;
n = 200 - maximum rounds´ number during one
process;
pm = 0,01 - pyrotechnic cartridge failure probability;
pmis = 0,99 - probability of mission success.

Solution according to “Ad 1)”: We are looking for a
sufficient number of pyrotechnic cartridges used for
removing a possible failure

02,0
01,01
0001,0.200

1
.

≅
−

=
−

=
β

αnM .

The formula shows us that having at least one
pyrotechnic cartridge is enough to complete the
mission successfully. However, we cannot quantify
probability for completing the mission.

Solution according to “Ad 2)”: We are looking for a
level of mission completion probability pmis as well as
a required number of pyrotechnic cartridges. We
follow the values described above. The solution is put
in the table.

Table 1. Results of example

αx
α

β misp
= m

0,991 1 0,998991 2
0,992 1 0,997984 2
0,993 1 0,996979 2
0,994 1 0,995976 2
0,995 1 0,994975 2
0,996 1 0,993976 2
0,997 1 0,992979 2
0,998 1 0,991984 2
0,999 1 0,990991 2

If we take into account this solution and starting
marginal conditions, two pyrotechnic cartridges will be
enough to complete the mission successfully in 0,99
probability.

6. Conclusion
This contribution is supposed to serve as one of the
alternatives solving the problems connected with
providing a function of an object whose function is
redundant (backed up) because its failure is important
to complete the mission. In order to solve the problem
we chose the methods which are supposed to be the
most suitable for it. Other ways are also likely to be
used in order to reach the aim but it is not the intention
of this contribution.
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1. Introduction
Managing an industrial plant entails evaluating and
trading off the conflicting objectives of economic
service and safe operation. The first scientific
approaches to this management problem date back to
the 1950’s and 1960’s and can be found in the review
paper by McCall [1] and in the book from Barlow and
Proschan [3]. As a result, various so-called periodic
maintenance optimisation models were introduced in
which both costs and benefits of periodic maintenance
were quantified and an optimum compromise between
the two was sought. Well-known models originating
from this period are the so-called age and block
replacement models.
From the practical point of view, at that time,
preventive maintenance was strongly advocated as a
means to reduce failures, for safety reasons, and
unplanned downtime, for economic reasons. In many
companies, large time-based preventive maintenance
programs were set up.
Nowadays, modern production plants are expected to
run continuously for extended hours. In this situation,
unexpected downtime due to components and
equipment failures has become more costly than ever
before. The faults can degrade the quality of a product
line or even cause the entire plant to function
incorrectly, possibly resulting in downtime of the
production system with consequent economic loss.

On the other hand, proper monitoring of the
conditions of the components and systems can be
highly cost effective in minimizing maintenance
downtime by providing advanced warning and lead
time to prepare the appropriate corrective actions
upon an adequate fault diagnosis.
For this reason, condition monitoring has become a
popular approach for predicting component failures
using physical information on the actual state of the
equipment. The possibility of monitoring the system
state, continuously for operating systems or by tests
and inspections for stand-by safety systems, allows a
more dynamic preventive maintenance practice, called
condition-based maintenance (CBM), in which the
decision of maintaining the system is taken on the
basis of the observed condition of the system. This, in
principle, allows saving resources by preventively
maintaining the system only when necessary. In many
practical instances, this approach has proved more
effective than the previous large preventive
maintenance programs.
Analytical results for single-component deteriorating
systems have been established under simplifying
assumptions. Markov and semi-Markov models have
been the preferred approach in modelling CBM [4],
[12], [16]- [17], [21], [27] but other approaches, like
counting processes [1], have also been proposed. The
majority of the models appeared in the literature
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assume that the system’s degradation level can only
be known through periodic inspection as typical in
safety systems such as those employed in nuclear
plants [2]-[3], [26]-[27]; Kopnov [16] considers the
case in which the system is continuously monitored
and Lam [17] considers both cases. Another common
assumption is to consider that repairs/replacements
always restore the system to a ‘good-as-new’
condition, which, in practice, may not be very
realistic; Kopnov [16] has allowed also for partial
recovery.
The dynamic CBM policies for single-component
systems whose condition can only be known through
inspection, developed in [10], [12] and [19], are all
based on control-limit rules which define when to
repair/replace a component and when to schedule the
next inspection.
For the continuously inspected systems investigated
by Kopnov [16], the two-level policies from the
Inventory Theory have been adapted to the CBM
problem of degrading systems. Semi-Markov
processes are also considered; a death process is
proposed for a unit subject to corrosion and a Markov
chain is used for modelling fatigue crack growth.
A common feature of the models discussed is that the
state of the system is described as a state of a Markov
process and then the analysis proceeds to finding
analytically the probabilities of the various states.
However, if the system is made of several multi-state
components the analysis becomes excessively
complicated. Simulation tools are hence needed when
treating more complex systems. Bérenguer et al. [[4]
have extended the work of Grall et al. [10] by
investigating two-component deteriorating systems
using simulation. Their maintenance model takes into
consideration economic dependence between
components and again the state of the system is only
known through periodic inspections. Barata et al. [2]
developed a stochastic degradation model for
repairable multi-component systems and embedded its
simulation within a maintenance optimisation scheme.
The condition of each component is known
continuously. The novelty of the model stems from
the fact that the component’s failures can occur not
only because of excessive degradation which leads to
a critical state of the system, but also because of
random shocks which suddenly fail the system and
whose occurrence probability is degradation-
dependent. While in some cases the system
degradation level depends on the combination of
many mechanisms and can only be known through
inspection [4], [12], [12], [19], [26] there are other
mechanisms such as fatigue and corrosion of
structures in which deterministic laws are known and
the uncertainty is on the value of the parameters that
govern those laws.

Regarding the deterioration models themselves,
Hontelez et al. [12] give several examples, all of
deterministic nature, from the civil engineering field.
Grall et al. [10] use a model in which the degradation
level increases randomly according to an exponential
distribution. Degradation models describing fatigue
and corrosion of metal structures are described by
Guedes Soares and Garbatov in [23], [24].
The success of condition monitoring and condition-
based maintenance strongly relies on the capability of
modelling the degradation processes and the
corresponding plant dynamic responses under
different configurations and conditions. However, the
complexity and non-linearities of the involved
processes are such that analytical modelling becomes
burdensome, if at all feasible without resorting to
unrealistic simplifying assumptions. For this reason,
empirical modelling is becoming very popular since it
does not require a detailed physical understanding of
the processes nor knowledge of the material
properties, geometry and other characteristics of the
plant and its components and it does not resort to
simplifying assumptions: the underlying dynamic
model is identified by fitting plant operational data,
with a procedure often referred to as ‘learning’ or
‘training’.
Among the various techniques of empirical modelling,
the so-called soft computing methods offer powerful
algorithms for constructing non-linear models from
operational data. As a fact, they are being used with
increasing frequency as an alternative to traditional
models in a variety of engineering applications
including monitoring, prediction, diagnostics, control
and safety.
The main soft computing methodologies are Neural
Networks (NNs), Fuzzy Logic Systems (FLSs) and
Genetic Algorithms (GAs). These methodologies are
inspired by biology and natural behaviour and provide
potentially powerful tools for effectively tackling
difficult multivariate, non-linear problems, which
often cannot be solved with ease by means of
traditional analytical or numerical methods.
In the present lecture notes, we shall try to give a brief
description of the concepts underlying the different
methodologies and point out their main advantages
and limitations. With this objective in mind, we shall
refer our discussion to a multidimensional non-linear
input/output mapping, for NNs and FLSs, or searching
space, for GAs optimisation.
NNs and FLSs are capable of establishing the existing
non-linear input/output relationships, which map the
inputs of a system to its outputs. They reconstruct the
complex non-linear relations by combining multiple
simple functions. More precisely, through an analogy
with the functioning of the human brain, NNs form
the shape of the mapping of interest by appropriately
combining a large number of sigmoid, radial or other
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simple parameterised functions, which are adjusted
(enlarged, shrunk, shifted, etc.) by means of
appropriate parameters and synaptic weights [20],
[21]. The great power of this technique lies in the fact
that the adjustments can be made ‘automatically’
through a training phase based on available
input/output data: this training phase allows to adjust
the NN-model parameters so as to obtain the best
interpolation of the multivariate, non-linear functional
relation between input and output.
FLSs, on the contrary, partition the input/output
spaces into several typically overlapping areas, whose
shapes are established by assigned membership
functions and whose mapping relationships are
governed by distinct, simple IF-THEN rules [28],
[13]. The great advantage of this method lies in the
inherent capability of handling imprecise data and in
the physical transparency and interpretability offered
by this particular way of representing the underlying
model relations.
Finally, if the input/output multidimensional space is
seen as a searching space in which the inputs are the
decision variables and the outputs are the performance
indicators of the search problem, the GAs offer a
powerful method for evaluating a best input solution
with respect to the optimisation (minimization or
maximization) of the performance indicators of
interest [9], [11]. The main advantages of the method
are that the search is performed by manipulation of a
population of points, contrary to classical methods
which proceed from a single solution point to another,
and that the search is solely based on the evaluation of
the performance indicators, with no need of other
information, e.g. of derivative nature.

2. Artificial Neural Networks
Artificial neural networks (ANNs) are information
processing systems composed of simple processing
elements (nodes) linked by weighted connections.
Their functioning is inspired by the biological neural
networks.
A biological neuron consists of dendrites, a cell body
and axons (Figure 1a). The connections between a
dendrite and the axons of other neurons are called
synapses. In correspondence of each synapse, electric
pulses from other neurons are transformed into
chemical information which is input to the cell body:
if the sum of the inputs received by the neuron
through all its synapses exceeds a given threshold,
then it fires an electric pulse which activates the
neuron function. The network of all these neurons
makes up the most essential part of the human brain
and its operation enables the incredible variety of
human activities. In synthesis, the function of a
biological neuron is ‘simply’ to output pulses, with
the characteristics of a quasi-step switching function,
according to a weighed combination of the multiple

signals received from the other connected neurons. A
second important function of the neuron is to
appropriately modify the rate of transition through the
different synapses to optimise the whole network.

Figure 1. A biological neuron (a) and an artificial
neuron model (b) [25]

An artificial neuron (node) aims at simulating the
operation of a biological neuron: thus, it accepts
multiple inputs 1 2, ,..., mx x x , it weighs them by means
of adaptive synaptic weights, 0 1, ,..., mw w w , and it
simulates the switching function characteristic of the
input/output relation to provide the output (Figure
1b). Connecting several artificial neurons together one
obtains an artificial neural network which, by
construction, constitutes an information processing
system composed of simple processing elements
(nodes) linked by weighted synaptic connections [21].
The adaptation of the synaptic weights is realized
through a training phase during which properly
devised learning algorithms are used to change the
synaptic weights of the network in an effort to
optimise its mapping performance [20].
Here, we limit ourselves to briefly describing the most
commonly used multi-layered feed-forward neural
network which, in its simplest form, consists of three
layers of processing elements: the input, the hidden
and the output layers, with in , hn  and on  nodes,
respectively (Figure 2). The signal is processed
forward from the input to the output layer. Each node
collects the output values, weighted by the connection
weights, from all the nodes of the preceding layer,
processes this information through a sigmoid function

( ) 1
( ) 1 xf x e

−−= +

and then delivers the result towards all the nodes of
the successive layer. Typically, both input and hidden
layers are provided with an additional bias node,
which serves as a threshold in the argument of the
activation function and whose output always equals
unity.
As for the determination of the connection weights,
i.e. the model parameters, the learning technique most
commonly employed is the so-called error back-
propagation algorithm, which follows from the
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general gradient-descent method [20]. In short,
starting from random values of the synaptic weights
the back-propagation algorithm performs the steepest
descent in the weight space on a surface whose height
at any point is equal to the error function; in practice,
it consists of an iterative gradient algorithm designed
to minimize the mean square error between the actual
network output and the true value. A number pn  of
sets (patterns) of input and associated outputs are
repeatedly presented to the network and the values of
the connection weights are modified so as to minimize
the average squared output deviation error function, or
Energy function, defined as:

∑ ∑ −=
= =
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1 1
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where nly  and €nly  are the true output value of the n-
th pattern and the corresponding network-computed
output value at the l-th node, 1, 2,..., ol n= . Through
this training procedure, the network is able to build an
internal representation of the input/output mapping of
the problem under investigation. The success of the
training strongly depends on the normalization of the
data and on the choice of the training parameters.
Typically, each signal is transformed by an affined
mapping in an interval such as (0.2, 0.8) or similar
and the connection weights are initialised randomly
within an interval such as (-0.3, 0.3) or similar.
After the training is completed, the final connection
weights are kept fixed. New input patterns are
presented to the network, which is capable of recalling
the information stored in the connection weights
during training to produce the corresponding output,
coherent with the internal representation of the
input/output mapping. Notice that the non-linearity of
the sigmoid function of the processing elements
allows the neural network to learn arbitrary non-linear
mappings [6], [15]. Moreover, each node acts
independently of all the others and its functioning
relies only on the local information provided through
the adjoining connections. In other words, the
functioning of one node does not depend on the states
of those other nodes to which it is not connected. This
allows for efficient distributed representation and
parallel processing, and for an intrinsic fault-tolerance
and generalization capability.
These attributes render the artificial neural networks a
powerful tool for signal processing, non-linear
mappings and near-optimal solution to combinatorial
optimisation problems.

Figure 2. Scheme of a three-layered, feedforward
neural network

2.1. Feedforward artificial neural networks for
regression
In order to understand further the way of functioning
of neural networks, let us consider an artificial
feedforward neural network to be trained for
performing the task of non-linear regression, i.e.
estimating the underlying non-linear relationship
existing between a multi-dimensional vector of input
variables x and an output target y, assumed mono-
dimensional for simplicity of illustration ( 0 1n = , in
esq. (1)), based on a finite set of input/output data
examples (the above mentioned patterns),

( ){ }, , 1, 2,...,n n pD x y n n≡ = .

It is assumed that the target y is related to the input
vector x by an unknown deterministic function ( )y xµ
corrupted by a white noise ε , viz.

2( ) ( ) ; ( ) (0, ( ))yy x x x N xεµ ε ε σ= + (2)

The objective of the regression task is to estimate
( )y xµ  by means of a regression function €( ; )f x w ,

dependent on a set of parameters €w  to be properly
determined on the basis of an available set of
input/output patterns D.
A feedforward neural network provides a non-linear
form of the function €( ; )f x w  for the regression task.
As above explained, the parameters €w  are called
network weights and are usually determined by a
training procedure which aims at minimizing the
quadratic error function
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where for simplicity of notation the output node
subscript l has been dropped since the case considered
concerns a single output.
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The network output corresponding to input nx  is  a
function of the weight values, € €( ; )ny f x w= . If the
network architecture and training parameters are
suitably chosen and the minimization done to
determine the weights values is successful, the
obtained function €( ; )f x w  gives a good estimate of
the unknown, true regression function ( )y xµ . Indeed,
it is possible to show that in the ideal case of an
infinite training data set and perfect minimization
algorithm, a neural network trained to minimize the
error function in (3) provides a function f which
performs a mapping from the input x into the expected
value of the target y conditioned on x, i.e. the true
deterministic function [ ] ( )yE y x xµ=  [5]. In other
words, the network averages over the noise on the
data and discovers the underlying deterministic
generator. Unfortunately, all the training sets are finite
and there is no guarantee that the selected
minimization algorithm can achieve the global
minimum.
The quadratic error function in (3) can be motivated
from the principle of maximum likelihood applied to
the set of available training patterns

( ){ }, , 1, 2,...,n n pD x y n n≡ = . The likelihood of the
observed data set D is defined as

( )
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where it is assumed that each pattern ( , )n nx y  is
drawn independently from the same distribution

( , )n nP x y . The unknown weights €w  of the neural
model €( ; )f x w  are determined by maximization of

the likelihood ( )€L w D  of observing the training set
D [5]. Instead of maximizing the likelihood, it is
computationally more convenient to minimize its
negative logarithm,
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The distribution of the input values nx , i.e. the second
term in the rhs of (5), is independent of the parameters
€w  of the neural model €( ; )f x w ; thus, the parameters
€w  can be found by minimization of the first term

only, i.e. the following error function
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Different forms of the conditional distribution
)€,( wxyp  lead to different error functions. In

particular, the assumption of a Gaussian distribution
for the target as in (2) leads to a quadratic error
function of the kind in (3) [20].
Indeed, from eq. (2) we have
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and the error function in (6) becomes
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When the noise variance is independent of the input x,
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( )

,2ln
2

ln

€
2

1
1

2
2

πσ

σ

ε

ε

p
p

pn

n
nn

n
n

yyE

++

∑ −=
=

                                    (9)

and the error function reduces to the form (3) since the
other terms do not depend on the weights €w  of the
neural model.
Obviously, the quadratic error function in (3) can be
used also for regression on targets, which are not
Gaussian-distributed: in this case, the resulting
regression function €( ; )f x w  cannot distinguish
between the true distribution and any other with same
mean and variance.
Finally, notice that the value of the error function (3)
at the minimum gives a measure of the variance of the
target data, averaged over the input.
2.2. Neural network uncertainty
In practical regression problems, there are two types
of prediction that one may want to obtain in
correspondence of a given input x: an estimate
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€( ; )f x w  of the underlying deterministic function
( )y xµ  and an estimate of the target value y itself, as

given by eq.(2), with their corresponding measures of
confidence. This requires that the various sources of
uncertainty affecting the determination of the weights
€w  be properly accounted for [7].

For what concerns the estimate €( ; )f x w  of ( )y xµ , it
must be considered that, from a probabilistic point of
view, the data set ( ){ }, , 1, 2,...,n n pD x y n n≡ =
used for training the network is only one of an infinite
number of possible data sets. This variability in the
training data set is due to the variability in the
sampling of the input vectors , 1,2,...,n px n n=  and in
the random fluctuation of the corresponding target
output ny . Each possible training set D can give rise
to a different set of network weights €w .
Correspondingly, there is a distribution of regression
functions €( ; )f x w  with variance (with respect to the
training set D):

[ ][ ]{ }2)€,()€,( wxfEwxfE − (10)

Since in practice a neural network structure is not a
perfect algorithm, it systematically under/over
estimates the correct result, i.e. the expected value

[ ]€( , )E f x w  is not equal to the true underlying

deterministic function, ( )y xµ , their difference being
the so-called bias. Of course, the bias would be zero
in the case of a perfect neural network.
To quantify the confidence in the estimate €( ; )f x w  of
the true deterministic function ( )y xµ , it is customary
to refer to the confidence intervals of the error

)()€,( xwxf yµ−  whose variance with respect to all
possible training data sets is:
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where the first term is the variance of the distribution
of regression function values €( ; )f x w  and measures
the extent to which the network regression function

€( ; )f x w  differs from the ensemble average over
different training data sets, whereas the second term is
the square of the bias which measures the extent to
which the average (over all possible training data sets)
of the network regression function €( ; )f x w  differs
from the true underlying deterministic function,

( )y xµ .

2.3. Sources of uncertainty
A first source of uncertainty comes from a wrong
choice of the network architecture. Indeed, in case of
a network with too few nodes, i.e. too few parameters,
a large bias occurs since the regression function

€( ; )f x w  has insufficient flexibility to model the data
adequately, which results in poor generalization
properties of the network. On the other side,
excessively increasing the flexibility of the model by
introducing too many parameters increases the
variance term because the network regression function
tends to over-fit the training data. Thus, in both cases,
the network performs poorly when fed with new input
pattern in the generalization phase. A trade-off is,
then, necessary. This trade-off is typically achieved by
controlling the model complexity (i.e., the number of
parameters) and the training procedure (by adding a
regularization term in the error function or by early
stopping of the training [5]) so as to achieve a good fit
of the training data but with a reasonably smooth
regression function which is not over-fit to the data.
An additional source of uncertainty in the network
performance, due to uncertainty in the weights €w ,
arises from the minimization algorithm itself, which
may get stuck in a local minimum of the error
function. Furthermore, the training may be stopped
prematurely, before reaching the minimum.
Besides the above uncertainties in the regression
function €( ; )f x w  due to uncertainty in the weights
€w , in practice there is also uncertainty in the input

values x due to noise and uncertainty in the model
structure ( )f ⋅  itself.
For what concerns the prediction of the target value, y,
it is clear that even in the ideal case of a regression
function €( ; )f x w  equal to the true deterministic
function, ( )y xµ , the target y could not be predicted
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with certainty due to the presence of the noise term
( )xε  in (eq. 2) which accounts for the intrinsic

random fluctuations. To quantify the accuracy of the
estimate of y, it is customary to refer to the prediction
intervals of the deviation

[ ] εµ +−=− )€,()()€,( wxfxwxfy y .

The variance of such deviation is:

[ ]{ }2)€,( ywxfE −

[ ]{ } [ ]{ }22)()€,( εµ ExwxfE y +−=                         (12)

[ ]{ } 22)()€,( εσµ +−= xwxfE y

Note that the first term is the variance of the
distribution of the error )()€,( xwxf yµ−  (eq. 11), so
that the prediction intervals include the confidence
intervals.
From the above said, it appears that artificial neural
networks are unstable predictors: small changes in the
training data may produce very different regression
models and consequently different generalization
performances on new, unseen data. For this reason,
the generalization performance of a single artificial
neural network, particularly if trained on small data
sets, should be tested by means of a k-fold cross
validation, where the available set of pn  input/output
patterns is divided into k subsets of (approximately)
equal size and the network is trained k times on a
training set in which each time one of the k subsets is
left out and used to verify the network generalization
performance. If k equals the sample size, the
procedure is called leave-one-out cross-validation
[14].

3. Fuzzy logic system
Fuzzy logic systems are founded on the theory of
fuzzy sets, which, in general, deals with vague
information, where vagueness is defined as the
uncertainty associated with linguistic or intuitive
information. For example, the quality of an image
may be judged as bad, medium or good. From this
example, it appears that vagueness is related to
immeasurable issues and involves situations in which
the transitions among linguistic statements occur
across boundaries, which are not sharp.
A few words on the concepts underlying fuzzy set
theory seem then in order [28]. Let us consider a
variable x, for example a measured output of a plant.
Mutating from classical logic, the set U which
contains all the possible values of x is usually called

the universe of discourse (UOD) of x or the universal
set. Suppose that the UOD U has been subdivided in a
sequence of subsets iX U⊂ . In classical set theory,
the iX ’s are mutually exclusives so that a given value
of x may belong to only one of them. These sets are
called crisp and the membership of a crisp value of x
to a set iX  is specified by the (rectangular)
characteristic function

iXχ , which is equal to unity or
zero according to whether the value of x belongs or
not to iX .
In fuzzy set theory, the situation is quite different: the
subsets iX  of the universe of discourse U of  a
linguistic variable x are not necessarily exclusive, so
that a given crisp value of x U∈ , may
simultaneously belong to more than one of them with
different degrees of membership. This feature clearly
distinguishes fuzzy set theory from probability theory,
which operates on crisp events. In fuzzy set theory,
then, the subsets are not identified by sharp
boundaries but by linguistic labels (words). For
example we may consider the linguistic variable
temperature defined in the universe of discourse

(0 , 40 )U = ° °  subdivided in the subsets

1 (0 ,20 )X = ° ° , 2 (10 ,30 )X = ° ° , 3 (20 , 40 )X = ° ° ,
labelled by the words cold, warm and hot,
respectively. Clearly a given temperature value may
belong to more than one set, e.g. 15° belongs to 1X
and 2X .
Fuzzy set theory aims at quantifying the meanings of
the words attached by the analyst to the subsets iX
(such as cold, warm or hot in the above example)
within the framework of set theory. To this aim, to
each set iX  the analyst associates, for all values of

x U∈ , the membership function )(x
iXµ , which

represents the degree to which he postulates that x
belongs to iX . As opposed to the characteristic
functions of classical set theory, which are rectangular
in shape and disjoint, the membership functions
associated to fuzzy sets have subjective shapes and
may overlap to describe a continuous transition from
one set to another, thus providing for the possibility
that a given value of x U∈  simultaneously belongs
to several sets with different degrees of membership.
In summary, in the fuzzy context we deal with
linguistic variables (e.g. temperature) whose
arguments are words, also called fuzzy values (e.g.
negative, approximately zero, low, positive, high).
Each of these words refers to a subset of the universe
of discourse and the degree of membership of the
crisp values within the subset is analytically specified
by the associated membership function.
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Fuzzy logic systems build on the theory of fuzzy sets
to realize a complex non-linear input/output relation
as a synthesis of multiple simple input/output
relations. This idea is similar to that of NNs. The
difference is that in FLSs each simple input/output
relation is embedded in a different IF-THEN rule with
‘fuzzy’, and not sharp, boundaries so that going from
one rule to the other the system output gradually
changes [28].
In general, the generic j-th fuzzy rule is made up of a
number of antecedent and consequent linguistic
statements, suitably related by fuzzy connections:

   IF ( 1x is 1 jX ) AND (…) AND ( mx is mjX )

   THEN ( 1y is 1 jY ) AND (…) AND ( ky  is kjY )

The linguistic variables , 1,2,...,px p m= , are the
antecedents, represented in terms of the fuzzy sets

pjX  of the universe of discourse (range) pX , with

membership functions ( )
pjX pxµ . The linguistic

variables , 1, 2,...,qy q k= , are the consequents,

represented by the fuzzy sets qjY  of the universe of

discourse qY , with membership functions ( )
qjY qyµ .

The connective operator AND links two fuzzy
concepts and it is generally implemented by means of
a t-norm, typically the minimum operator ∧  or the
algebraic product. Since one of the key features of
FLS lies in allowing the overlapping of the rules, a
given input vector (FACT) will typically activate
more than one rule.
Another feature of FLSs is the ability to separate logic
and fuzziness [25]. Conventional binary logic systems
are unable to do so and thus their governing rules have
to be modified when either the system logic or the
variables fuzziness needs to be changed. On the
contrary, FLSs modify their rules when the logic
needs to be changed whereas they modify the
supporting membership functions when fuzziness
should be changed. To clarify this, consider the
performance of an inverted pendulum controller [25].
Define as ω  and 'ω  the angle that the pole forms on
the right side with the vertical line and the associated
angular velocity, respectively. Let two correct logic
rules for the control of the pendulum be:

1) IF ω  is positive big AND 'ω  is big, THEN move
the car to the right quickly

2) IF ω  is negative small AND 'ω  is small, THEN
move the car to the left slowly

If the performance of the controller is unsatisfactory,
one needs not change the fuzzy rules themselves,

which are logically correct, but rather must only
modify appropriately the definition of fuzziness in the
linguistic terms big, small, quickly, slowly.
On the other hand, binary logic rules such as

3)IF 40 60ω° < < °  AND 1 ' 150 80s sω− −° < < ° ,
THEN move the car at 0.5 /m s

4)IF 20 10ω− ° < < − °  AND 1 ' 110 20s sω− −° < < ° ,
THEN move the car at 0.1 /m s−

must be modified whenever the logic of the system or
the quantitative definitions of angle, angular velocity
and car speed are changed.
To understand FLSs, we address on an intuitive basis
the problem of controlling a plant [25]. The
mathematical-based approach of classical and modern
control theory stems on the observation of the system,
the construction of its mathematical model and the
design of a model-based controller. The focus is
placed on the behaviour of the target system and on its
mathematical representation.
On the contrary, fuzzy-logic control does not utilize
the target system for modelling but it is based, in
principle, on the linguistic control rules used by
experienced and skilled operators. Although most
skilled operators do not know the mathematical
behaviour of the systems they are required to control,
they can still perform successfully. For example, a
skilled driver most likely ignores the mathematical
equations underlying the physical behaviour of the car
when turning to the right while driving up an unpaved
hill and, yet, he or she can still handle the car safely
and successfully. In this view, a fuzzy logic controller
aims at reproducing the knowledge and experience
supporting the control actions of skilled human
operators using IF-THEN fuzzy rules.
Clearly the set of IF-THEN fuzzy rules constitutes the
heart of the input/output mapping model provided by
the FLS. When the experience of the skilled human
operators is unavailable or insufficient, because of the
complexity of the system, input/output data can be
used to generate a set of fuzzy rules representative of
the mapping from the input space into the output one.
This phase of rule construction during which both the
system input and output are known is often referred to
with the term ‘training’, in analogy to the procedure
for determining the weights of a neural network model
illustrated in Section 2.

3.1. Establishing the antecedent part of a rule
The IF part of a rule is called antecedent. Establishing
the antecedent parts of the rules of the FLSs is related
to the partitioning of the multivariate input space. For
simplicity, let us consider a two-dimensional input
space 1 2( , )x x  and a one-dimensional output space y.
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Most of the times it is possible to assume that all input
variables are independent and, thus, partition
separately the input space in each direction (Figure 3).
This assumption makes it easy not only to partition
the input space but also to interpret the partitioned
areas in linguistic terms. For example, the rule IF
temperature is 1A  AND humidity is 2A , THEN …, is
easy to understand because the variables of
temperature and humidity are separated. The
difference between ‘crisp’ and ‘fuzzy’ rule-based
systems lies in the way the input space is partitioned
(Figure 3). The idea behind FLSs is that in the real
analog world, changes are not sudden and sharp but
gradual in nature so that overlapping of rules domains
should be allowed. The degree of overlapping is
defined in terms of membership functions and the
intrinsic gradual property allows for smooth control.

Figure 3. Rule partition of an input space (a) partition
for crisp rules and (b) partition for fuzzy rules [25]

3.2. Establishing the consequent part of a rule
The THEN part of a rule is called consequent. In the
control case, establishing the consequent parts of the
rules of the FLSs must eventually lead to defining the
control action value corresponding to each rule. In this
respect, fuzzy models are classified into three types
according to the form used for the consequent y:

Model
type

Consequent
expression Characteristic

Mamdani Y is Y Y is a fuzzy set

Takagi
Sugeno
Kang
(TSK)

y = c0+Σiaixi

ia ’s are constant
and the ix ’s are

the input
variables

Simplified
fuzzy y = c c is constant

In the Mamdani type FLSs the consequent is a fuzzy
variable defined by a membership function. These
systems are more difficult to compute than those
whose consequents are numerically defined but they
better describe the qualitative knowledge related to
the consequent.
The consequents of the TSK models are expressed as
a weighed linear combination of the input variables. It

is also possible to use non-linear combination for
better performance, but at the expense of the
transparency of the rules.
The simplified fuzzy model has fuzzy rules whose
consequents are constant values. Thus, it is a special
case of both Mamdani and TSK types. Even if the
output of each rule is a constant, the overall FLS
output is non-linear because it contains the
characteristics of the underlying model membership
functions.

3.3. Inferring the output corresponding to a
given input: fuzzy reasoning and aggregation
Now that the IF and THEN parts of the rules have
been designed, the next step is to infer the output of
the FLS resulting from a given m-dimensional crisp
input vector (*)x , also called FACT. This is done in
two steps: 1) determination of the rules strengths; 2)
aggregation of each rule output into the final FLS
numerical output.
As mentioned, the connective operator AND links two
fuzzy concepts in a rule and it is generally
implemented by means of a t-norm applied to the
membership functions of the rule’s antecedents
evaluated in correspondence of the crisp input vectors

(*)x  constituting the FACT. Typically, the minimum
operator ∧  or the algebraic product is employed. This
gives the strength of the rule for the given FACT: a
measure of how active that rule is for the given FACT
or, in other words, how much the FACT is described
by the antecedents of the rule. Considering a generic
rule l, the strength (*)( )ls x  is given, in the case of the
algebraic product, by the product of its antecedent
membership values in correspondence of the crisp
inputs:

(*) (*)

1

( ) ( )
pl

m

l X p
p

s x xµ
=

= ∏ (13)

where plX  denotes the fuzzy set characterizing the p-
th antecedent of the l-th rule.
In the case of the min operator:

(*) (*)( ) min( ( ))
pll X ps x x

µ
µ= (14)

Obviously, if the l-th rule is not activated by (*)x  then
its strength is zero. This occurs if at least one of the
elements of the crisp input vector, say (*)

px , does not

belong to plX , the corresponding fuzzy set in the rule.
Let us now consider the aggregation step and denote
by fR  the number of rules, which are activated (fired)
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by the input (*)x  and by ly  the consequent in the l-th
activated rule, 1, 2,..., fl R= . The output y can be
determined as a normalized weighed sum of the
consequents ly  of the fR  active rules, the weights
being the strengths of the rules,

∑

∑
=

=

=
fR

l
l

fR

l

l
l

xs

yxs
y

1

(*)

1

(*)

)(

)(

r

r

(15)

Figure 4 shows an example of a simple TSK-type
FLS with four fuzzy rules [25]. The first rule for
example could be:

   IF 1x  is small AND 2x  is small,
   THEN 1 23 2 4y x x= + −

Corresponding to the input vector 1 2( , ) (10,0.5)x x = ,
the membership functions of the fuzzy sets
constituting the antecedents of the first rule are readily
evaluated as 0.8 and 0.3.
If the algebra product is used as the t-norm operator
for the AND connection, then the rule strength is

1(10,0.5) 0.8 0.3 0.24s = ⋅ = . Similarly, the strengths
of the second, third and fourth rules are

2 (10,0.5) 0.8s = , 3(10,0.5) 1.0s = , 4 (10,0.5) 0.3s = ,
respectively. The output of each rule corresponding to
the given input vector is 1 27y = , 2 23.5y = ,

3 9y = − , 4 20.5y = − , respectively. Then, the final
system output is

3.00.18.024.0
)5.20(3.0)9(15.238.02724.0

+++
−⋅+−⋅+⋅+⋅

=y

33.4≈                                                                   (16)

In the Mamdani type model, with fuzzy consequents,
the output of the fuzzy inference engine consists of a
fuzzy set Y Y′ ⊆  with compact support 1 2( , )η η ,
whose membership function is ( )Y yµ ′ . However,
eventually we are interested in finding a crisp number

*y  that represents the information encoded in the
output fuzzy set 'Y . This conversion, called
defuzzification, may be done in several ways, the most
commonly used being the Centre of Area (COA)
method:

2
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2

1

*
( )

( )

Y
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Y

y y dy
y y

y dy

η

η
η

η

µ

µ

′

′

⋅
= =

∫
∫

(17)

The crisp number *y  thereby obtained can be taken as
the output resulting from the given input vector
(FACT) (*)x .

Figure 4. Example aggregation of TSK model [25]

3.4. Interpretation of fuzzy rules
The major difference between fuzzy systems and
other non-linear approximates, such as neural
networks, is the possibility of interpretation of the
rules underlying the fuzzy model. This, however, does
not automatically follow from the existence of a rule
structure. Therefore, it is relevant to discuss the
circumstances under which a fuzzy system is really
interpretable and this depends on the application. Yet,
some general guidelines can be given. The following
factors may influence the interpretability of a fuzzy
logic system [25]:
• Number of rules. If the number of rules is too

large, the fuzzy system can be hardly interpreted.
Especially for systems with many inputs, the
number of rules often becomes overwhelmingly
large if all antecedent combinations are realized.

• Number of antecedents in the rule premise. Rules
with premises that have many, say more than
three or four, antecedents are hard to interpret. In
the human language, most rules include only very
few antecedents even if the total number of inputs
relevant for the problem is large.

• Dimension of input fuzzy sets. One-way to avoid,
or at least, reduce the difficulties with high-
dimensional input spaces and to decrease the
number of rules is to resort to multi-dimensional
input fuzzy sets. However, multidimensional input
fuzzy sets with more than three inputs are
certainly beyond human imagination and it is
precisely the conjunction of one-dimensional
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input fuzzy sets that make a fuzzy logic model
interpretable.

• Arrangement of fuzzy sets. Fuzzy sets should be
arranged in proper order over the universe of
discourse so that, for example, very small is
followed by small, followed by medium, large and
so on. If the fuzzy model is developed on the basis
of expert knowledge such ordering comes natural.
However, if rule construction by training on
input/output data is used to optimise the FLS, the
ordering of the fuzzy sets might be lost if no
precautions are taken. This typically leads to
constraint optimisations in which for example the
ordering of the input membership functions is
constrained. This not only leads to an easier
interpretation of the fuzzy system but, often, also
provides an improved performance.

4. Genetic algorithms
Search or optimisation algorithms inspired on the
biological laws of genetics are called evolutionary
computing algorithms [8]. The main features of these
algorithms are that the search is conducted i) using a
population of multiple solution points or candidates,
ii) using operations inspired by the evolution of
species, such as breeding and genetic mutation, iii)
based on probabilistic operations, iv) using only
information on the objective or search function and
not on its derivatives. Typical paradigms belonging to
the class of evolutionary computing are genetic
algorithms (GAs), evolution strategies (ESs),
evolutionary programming (EP) and genetic
programming (GP). In the following we shall focus on
the more popular GAs.
As a first definition, it may be said that genetic
algorithms are numerical search tools aiming at
finding the global maximum (or minimum) of a given
real objective function of one or more real variables,
possibly subject to various linear or non linear
constraints [11]. Genetic algorithms have proven to be
very powerful search and optimisation tools especially
when only little about the underlying structure in the
data is known. They employ operations similar to
those of natural genetics to guide their path through
the search space. Essentially, they embed a survival of
the fittest optimisation strategy within a structured, yet
randomised, information exchange [9].
Since the GAs owe their name to the fact that their
functioning is inspired by the rules of the natural
selection, the adopted language contains many terms
borrowed from biology, which need to be suitably
redefined to fit the algorithmic context. Thus, when
we say that the GA operates on a set of (artificial)
chromosomes, these must be understood as strings of
numbers, generally sequences of binary digits 0 and 1.
If the objective function has many arguments, each

string is partitioned in as many substrings of assigned
lengths, one for each argument and, correspondingly,
we say that each chromosome is analogously
partitioned in (artificial) genes. The genes constitute
the so-called genotype of the chromosome and the
substrings, when decoded in real numbers called
control factors, constitute its phenotype. When the
objective function is evaluated in correspondence of
the values of the control factors of a chromosome, its
value is called the fitness of that chromosome. Thus
each chromosome gives rise to a trial solution to the
problem.
The GA search is performed by constructing a
sequence of populations of chromosomes, the
individuals of each population being the children of
those of the previous population and the parents of
those of the successive population. The initial
population is generated by randomly sampling the bits
of all the strings. At each step, the new population is
then obtained by manipulating the strings of the old
population in order to arrive at a new population
hopefully characterized by an increased mean fitness.
This sequence continues until a termination criterion
is reached. As for the natural selection, the string
manipulation consists in selecting and mating pairs of
chromosomes in order to groom chromosomes of the
next population. This is done by repeatedly
performing on the strings the four fundamental
operations of reproduction, crossover, replacement
and mutation, all based on random sampling. These
operations will be detailed below [18].
Finally, it is by now acknowledged that GAs take a
more global view of the search space than many other
optimisation methods. The main advantages are i) fast
convergence to near global optimum, ii) superior
global searching capability in complicated search
spaces, iii) applicability even when gradient
information is not readily achievable. The first two
advantages are related to the population-based
searching property (Figure 5). Indeed, while the
gradient method determines the next searching point
using the gradient information at the current searching
point, the GA determines the next set of multiple
search points using the evaluation of the objective
function at the current multiple searching points.
When only gradient information is used, the next
searching point is strongly influenced by the local
geometric information of the current searching point
so that the search may remain trapped in a local
minimum. On the contrary, the GA determines the
next multiple searching points using the fitness values
of the current searching points, which are spread
throughout the searching space, and it can also resort
to the additional mutation to escape from local
minima.
The key disadvantage of a GA is that its convergence
speed becomes slow near the global optimum.
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Figure 5. GA search and gradient-based search [25]

4.1. Definitions
It is important to be acquainted with the technical
terms of GAs.
Individuals and Population: An individual is a
chromosome, constituted by 1n ≥  genes and a
population is a collection of individuals. To
code/decode the i-th gene in a control factor, that is in
an argument of the objective function, the user:
• defines the range ( , )i ia b of the corresponding

argument in the objective function;
• assigns the resolution of that independent variable

by dividing the range ( , )i ia b  in in2 intervals. A
number ni of bits is then assigned to the substring
representative of the gene and the relation
between a real value ),( ii bax ∈ and its binary
counterpart β is

in
ii

i
abax

2
−

+= β (18)

The values ia , ib , in are called the phenotyping
parameters of the gene.
Figure 6 shows the constituents of a chromosome
made up of three genes and the relation between the

genotype and the external environment, i.e. the
phenotype, constituted by three control factors,

1 2 3, ,x x x , one for each gene. The passage from the
genotype to the phenotype and vice versa is ruled by
the phenotyping parameters of all genes, which
perform the coding/decoding actions. Each individual
is characterized by fitness, defined as the value of the
objective function calculated in correspondence of the
control factors pertaining to that individual. Thus a
population is a collection of points in the solution
space, i.e. in the space of f.

Figure 6. Components of an individual (a
chromosome) and its fitness

An important feature of a population is its genetic
diversity: if the population is too small, the scarcity of
genetic diversity may result in a population dominated
by almost equal chromosomes and then, after
decoding the genes and evaluating the objective
function, in the quick convergence towards an
optimum which may well be a local one. At the other
extreme, in too large populations, the overabundance
of genetic diversity can lead to clustering of
individuals around different local optima: then the
mating of individuals belonging to different clusters
can produce children (newborn strings) lacking the
good genetic part of either of the parents. In addition,
the manipulation of large populations may be
excessively expensive in terms of computer time.
In most computer codes the population size is kept
fixed at a value set by the user so as to suit the
requirements of the model at hand. The individuals
are left unordered, but an index is sorted according to
their fitnesses. During the search, the fitnesses of the
newborn individuals are computed and the fitness
index is continuously updated.

4.2. Creation of the initial population
As said above, the initial population is generated by
random sampling the bits of all the strings. This
procedure corresponds to uniformly sampling each
control factor within its range. The chromosome
creation, while quite simple in principle, presents
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some subtleties worth to mention: indeed it may
happen that the admissible hypervolume of the control
factors is only a small portion of that resulting from
the Cartesian product of the ranges of the single
variables, so that one must try to reduce the search
space by resorting to some additional condition in
terms of suitable physical criteria to be satisfied. This
remark also applies to the chromosome replacement,
below described.

4.3. The traditional breeding algorithm
The breeding algorithm is the way in which the
( 1)-thn +  population is generated from the n-th
previous one.
The first step of the breeding procedure is the
generation of a temporary new population. Assume
that the user has chosen a population of size N
(generally an even number). The population
reproduction is performed by resorting to the Standard
Roulette Selection rule: to find the new population,
the cumulative sum of the fitnesses of the individuals
in the old population is computed and normalized to
sum to unity.  The new population is generated by
random sampling individuals, one at a time with
replacement, from this cumulative sum, which then
plays the role of a cumulative distribution function
(cdf) of a discrete random variable (the position of an
individual in the population). By so doing, on the
average, the individuals in the new population are
present in proportion to their relative fitness in the old
population. Since individuals with relatively larger
fitness have more chance to be sampled, most
probably the mean fitness of the new population is
larger.
The second step of the breeding procedure, i.e. the
crossover, is performed as indicated in Figure 7: after
having generated the new (temporary) population as
above said, N/2 pairs of individuals, the parents, are
sampled at random without replacement and
irrespectively of their fitness, which has already been
taken into account in the first step. In each pair, the
corresponding genes are divided into two portions by
inserting at random a separator in the same position in
both genes (one-site crossover): finally, the first
portions of the genes are exchanged. The two
chromosomes so produced, the children, are thus a
combination of the genetic features of their parents. A
variation of this procedure consists in performing the
crossover with an assigned probability cp  (generally
rather high, say 0.6cp ≥ ): a random number R is
uniformly sampled in (0,1] and the crossover is
performed only if cR p< . Vice versa, if cR p≥ , the
two children are copies of the parents.

Figure 7. Crossover in a population with
chromosomes constituted by three genes

The third step of the breeding procedure, performed
after each generation of a pair of children, concerns
the replacement in the new population of two among
the four involved individuals. The simplest recipe,
again inspired by natural selection, just consists in the
children replacing the parents: children live, parents
die. In this case, each individual breeds only once.
The fourth and last step of the breeding procedure
eventually gives rise to the final ( 1)-thn +  population
by applying the mutation procedure to the (up to this
time temporary) population obtained in the course of
the preceding steps. The procedure concerns the
mutation of some bits in the population, i.e. the
change of some bits from their actual values to the
opposite one (0 → 1) and vice versa. The mutation is
performed on the basis of an assigned mutation
probability for a single bit (generally quite small, say

310− ). The product of this probability by the total
number of bits in the population gives the mean
number µ  of mutations. If 1µ <  a single bit is
mutated with probability µ . Those bits to be actually
mutated are then located by randomly sampling their
positions within the entire bit population.

The sequence of successive population generations is
usually stopped according to one of the following
criteria:
1. when the mean fitness of the individuals in the

population increases above an assigned
convergence value;

2. when the median fitness of the individuals in the
population increases above an assigned
convergence value;

3. when the fitness of the best individual in the
population increases above an assigned



E. Zio   Soft computing methods applied to condition monitoring and fault diagnosis for maintenance - RTA # 3-4, 2007, December - Special Iss

- 219 -

convergence value. This criterion guarantees that
at least one individual is good enough;

4. when the fitness of the weakest individual in the
population drops below an assigned convergence
value. This criterion guarantees that the whole
population is good enough;

5. when the assigned number of population
generations is reached.

More sophisticated techniques of reproduction,
crossover and replacement can be employed for a
more effective search.
Furthermore, in general, the initial population sampled
contains a majority of second-rate individuals together
with few chromosomes, which, by chance, have
moderately good fitnesses. Then, the selection rules
are such that, in a few generations, almost all the
moderately good chromosomes, which are actually
mediocre individuals, are selected as parents and
generate children of similar fitnesses; thus, almost all
the second-rate individuals disappear, and most of the
population gathers in a small region of the search
space around one of the mediocre individuals. In this
case, the genetic diversity is drastically reduced and
the algorithm may achieve a premature convergence
of the population fitness to a local maximum. In the
course of the successive generations, the crossover
procedure generates mediocre individuals, which are
substituted in place of other mediocre individuals, so
that the genetic selection may be seen as a random
walk among mediocres. To obviate to this unpleasant
premature convergence to mediocrity, a pre-treatment
of the fitness function is often welcome. This is
typically done by means of an affined transform of the
fitnesses. Instead of applying the selection rules to the
fitness ( )f x  one works with its affined transform

'( )f x , viz.,

bxfaxf += )()(' (19)

where a and b are chosen so as to favour, at the
beginning, the less fit individuals, thus maintaining
genetic diversity and avoiding premature convergence
[18].

5. Conclusion
These lecture notes have briefly sketched some of the
concepts underlying the modern computational
paradigms of neural networks, fuzzy logic systems
and genetic algorithms, which are becoming of
significant interest for application to condition
monitoring and fault diagnostics for maintenance. Due
to the limitation in the number of pages, only an
intuitive and non-exhaustive treatment has been
provided. Whereas some examples of practical

application will be illustrated during the lecture, the
interested reader is invited to refer to the specialized
literature for further, in-depth details on the different
techniques.
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1. Introduction
In recent years, many efforts have been devoted to the
development of automatic diagnostic techniques based
on statistical or geometric methods, neural networks,
expert systems, fuzzy and neuro-fuzzy approaches
[22], [11], [15], [5], [7]. These techniques have proven
to be very effective but often remain “black boxes” as
to the interpretation of the physical relationships
underpinning the fault classification.
In an effort to overcome this limitation, a systematic
approach to fault classification has been introduced by
the authors leading to a Fuzzy Decision Tree (FDT)
[25], [26]. The main advantages of the proposed
approach from the operator point of view are the
transparency of the resulting classification model and
its visualization in the form of a DT [14], [20].
The construction of the Decision Tree (DT) is pursued
starting from the fuzzy rules of a Fuzzy Rule Base
(FRB) derived from a clustering algorithm tailored to
fault classification [25]. To do this, every Fuzzy Set
(FS) representing a deviation of the monitored signals
in the respective ranges of variability (Universes of
Discourse, UODs, in Fuzzy Logic terminology) is
associated to a symptom of a fault class and the FRB
of the model is translated into a Symptom Table in
which the relationships between fault classes and
symptoms are explicitly laid out.

In practice, however, it is often difficult to attribute the
detected symptoms to a given fault class, given that
one fault may cause several symptoms and dually a
symptom may describe more than one possible fault.
To solve this problem, the relationships between fault
classes and symptoms contained in the Symptoms
Table are systematically represented in a DT, which is
then quantified by applying the rules of Fuzzy Logic.
The design of the DT entails the successive
consideration of the symptoms. These can be
considered in different orders, leading to different
structures of the DT and thus different classification
performances. Hence, a combinatorial optimisation
problem arises with regards to the DT design.
In this paper, a single-objective genetic algorithm
search is devised to find the sequence of symptoms
leading to the optimal configuration of the DT, i.e. that
which achieves the maximum classification
performance.
The paper is organized as follows. Section 2 illustrates
the procedure adopted for the construction of the DT
and its fuzzy quantification. In Section 3, the results
related to its application to an artificial case study
regarding the classification of data randomly extracted
from six different Gaussian distributions are reported.
Section 4 presents the optimisation of the FDT by a
single-objective genetic algorithm maximizing the
percentage of correct classifications. A synthetic
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discussion of the findings of the work is provided in
the last Section.

2. From a Fuzzy Classification Model to a
Fuzzy decision Tree
Let us consider an industrial system or plant whose
“state of health” is monitored by a set of sensors,
which collect the relevant parameters data at a given
frequency. These data (also called “signals”) provide a
picture of the health state of the plant. A particular
picture corresponds to the plant functioning in nominal
conditions, with all the signals within their design
envelope. Deviations from the nominal states are due
to faults of different types (classes), which may occur
to the components of the plant, leading to different
“pictures” of the monitored signals.
When a generic fault of class jΓ , 1,...,j c= , occurs in
the plant, corresponding representative symptoms are
observed by the monitoring system, in terms of
variations in the signal values. A symptom associated
to the fault of class jΓ  is a deviation of a monitored
signal from its reference value, outside of the allowed
design envelope. The objective of fault identification is
to build a system capable of recognizing the fault as of
class jΓ  on the basis of the measured symptoms, i.e.
the monitored signals.
In this work, we assume that the classification of the
fault is performed by applying a previously built FRB
(for example, a possible method for building an FRB
from available pre-classified data is presented in [25]).
Such FRB has one fuzzy rule for each fault class: the
generic rule j  associates the symptoms of the
monitored signals (input data) to the fault class jΓ . In
the fuzzy rules, each one of the FSs of the antecedents
describes a deviation of a monitored signal, i.e. a
symptom, except those FSs representing the still
nominal conditions of those monitored signals which
are unaffected by the particular fault. Correspondingly,
the generic FS pjX  associated to the p -th antecedent
in rule j , 1,...,p n= , 1,...,j c= , represents a
symptom for the class of faults jΓ .
Notice that the relations between fault classes and
symptoms (signals deviations) are not univocal: the
faults of a given class may initiate several symptoms
and in turn one symptom may be a legitimate
representative of several possible fault classes.
On the other hand, an adequately designed monitoring
system should be capable of associating to each fault
class a unique set of symptoms (signal deviations).
This leads to a Symptom Table such as the one
reported in Table 1, where rS , 1,...,r s= , denotes the
generic symptom.

The binary vector 1 2[ , ,..., ]j j j jsI I Iσ =  represents the

reference symptoms vector for fault class jΓ ,

1,...,j c= . Each element jrI  is a binary value that
corresponds to the presence or absence of symptom r
when a fault of class jΓ  has occurred, sr ,...,1= ,

cj ,...,1= .

Table 1. Symptom Table: Reference relations between
fault classes and symptoms [13]

Fault

Class

Symptom Type

1S 2S …
rS …

sS

1Γ 11I 12I …
1rI …

1sI

2Γ 21I 22I …
2rI …

2sI

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

jΓ 1jI 2jI …
jrI …

jsI

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

cΓ 1cI 2cI …
crI …

csI

During operation, the monitored signals could then be
translated into an observation vector

' ' ' '
1 2( , ,..., )sI I Iσ = , which carries the information on

the presence or absence of the symptoms. As explained
earlier, a symptom is present in the system if its
representative measured signal has deviated from its
nominal value beyond the design envelope. For
example, a patient has the symptom “fever” if his or
her monitored temperature rises to a “high” value, i.e.
above 37°C.
However, in practice often the presence or absence of a
symptom remains uncertain and ambiguous due to the
complexity of the non-linear signal behaviours
associated to the various faults, to the measurement
errors of the monitoring sensors and to the imprecise
and ambiguous definition of the signal deviation
ranges and the associated linguistic labels [25]. To
reflect this uncertainty, a fuzzy observation vector

' ' ' '
1 2( , ,..., )f sσ µ µ µ=  is associated to a pattern of
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deviations of the monitored signals measured in
correspondence of a given fault, where '

rµ , 1,...,r s= ,
is the value of the membership of the FS corresponding
to the symptom rS  and gives the degree with which it
is present in the monitored situation being examined.
The fault identification problem is then to identify
which fault class is occurring in the plant on the basis
of the fuzzy observation vector '

fσ . To tackle this
problem a systematic procedure for constructing a DT
is presented below [26].

2.1. Decision Tree
Based on the Symptom Table 1, a complete DT can be
diagrammed by examining all s  symptoms one by one
[7]. Taking into consideration all possible
combinations of symptoms, the DT will have 2s

branches given that each of the s  symptoms can be
either present or absent. On the other hand, only one
combination of symptoms corresponds to a given fault:
thus, only c  of the 2s  tree branches correspond to a
class while the remaining 2s c−  combinations of
symptoms cannot be associated to a class.
For building a smaller, more transparent and easier to
interpret DT, two main hypotheses are assumed [26],
[13]:
- if a symptom is indicated as present in the measured
observation vector 'σ , it is certainly present in the
system;
- the presence of a single symptom characteristic of a
fault suffices to conclude that the measured pattern of
signals belongs to that fault class.
In this context, defining an “unwanted” symptom as a
symptom that, although not present in the system,
somehow is present by mistake in the observation
vector and a “missing” symptom as a symptom that is
not observed although it is present in the system [13],
the first hypothesis can be called of “impossibility of
unwanted symptoms” and the second of “possibility of
missing symptoms”.
The procedure for building the DT proceeds as
follows:
1. A root node is placed at the top of the tree.
This node refers to all possible fault classes identified
for the system under analysis.
2. A symptom from the Symptom Table is
associated to this node.
3. The root node is split into two branches: the
left corresponding to the presence of the symptom, the
right to the absence of the symptom.
4. The fault classes for which the symptom is
present are associated to a node under the left branch.

If only one fault class is found to contain the symptom,
then the associated node is a terminal leaf of the branch
and its identification is guaranteed by the fact that it
has been assumed that a symptom that is absent in the
system cannot be indicated as present (impossibility of
unwanted symptoms hypothesis). The fault class
associated to the identified leaf may be also associated
to other leaves, at the end of other branches in the tree.
This accounts for the possibility that a symptom is not
indicated as present by the monitoring system although
it actually is (possibility of missing symptoms
hypothesis). If more than one fault class are associated
to the node characterized by the identified symptom, a
new symptom is searched in the Symptom Table and
associated to the node in order to differentiate between
the identified fault classes. To select the new
differentiating symptom, the previous procedure is
applied, starting from step 2.
5. The right branch from the root node is further
developed by first adding a node associated to all
possible fault classes. This node is then treated as a
local root node to which the branching procedure is
applied starting from step 2.
6. The tree development terminates when all
symptoms have been considered and their associated
branches developed down to the distinguishing leaves
of the individual fault classes.
A path through the branches of the tree, from the root
node to a leaf, identifies a crisp observation vector 'σ
of symptoms representative of the fault class
associated to the corresponding leaf. As pointed out
above, different paths may lead to different leaves
associated to the same fault class, due to the possibility
of missing symptoms.
In operation, the DT gives the correct diagnosis when
the measured symptom vector matches completely
with the reference symptom vector of a fault class; on
the contrary, the diagnosis is conservative in case of a
missing symptom, i.e. it is not necessary to have all the
symptoms to diagnose the fault.
Finally, in case of unwanted symptoms, the
classification is driven by the structure of the tree and
the classification will be wrong if the first symptom
considered is an unwanted symptom.
From the above it appears that an issue of adequate DT
design arises with respect to the order with which the
successive symptoms are considered for optimal
classification performance.

2.2. Classification by the FDT
In the realistic case of ambiguity in the actual presence
or absence of a symptom, in correspondence of a given
pattern of signal deviations the degree of activation of
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Figure 1. Propagation of fuzzy information through the DT

each symptom rS , 1,...,r s= , is computed from the
MF of the corresponding FS. The DT then becomes a
FDT and the possibility classification of a given
pattern of measured signal deviations is performed by
proceeding through all the branches of the tree and
computing the MFs to each fault class, at the tree
leaves.
The symptoms degrees of activation are then
propagated through the DT according to the rules of FS
theory. In particular, the logic operator of negation of a
symptom rS  is implemented by ( )1

rSµ−  in the right
branch corresponding to the absence of the symptom
whereas its complement

rSµ  is propagated along the
left branch associated to its presence (Figure 1). The
connection between two nodes of the tree represent a
logic operator of intersection (and), implemented as
the algebraic product of the membership values in this
work.
Finally, since more than one terminal leaf can indicate
the same class, the final membership to a given class is
computed through the logic operation of union (or) of
all the leaves associated to that class. The logic
operator or is here implemented as the MFs sum
limited to 1, accordingly to the rules of FS arithmetic.
As mentioned at the end of Section 2.1, different
sequences of symptoms lead to different DTs and,
implicitly, to different classification performances. For
realistic problems, the number of possible sequences of
symptoms for building the DT is combinatorial, so that
a trial and error process for finding the optimal
structure of the tree, i.e. that which allows obtaining
the maximum classification performance, would not be
practical. For example, the number of possible
sequences of a group of 15 symptoms, would be
approximately 1110  and to each sequence corresponds
a different DT whose classification performance must
be evaluated.

3. Application of the FDT to an artificial case
study
The classification approach has been applied to the
artificial four-dimensional, six-classes data set of
Figure 2. The data have been obtained by random
sampling from 6 different Gaussian distributions and
can be assumed to represent the system response
signals resulting from 6 different types of system
faults.
The previously illustrated procedure for classifying the
data into the six classes (Section 2) consists of two
main steps: the first one is the building of the FRB, i.e.
a set of transparent and accurate fuzzy rules and the
second one is the construction and quantification of the
corresponding FDT.
A fuzzy clustering – based method has been used for
obtaining the FRB from available pre-classified data
[25]. The resulting FRB is composed of 6=c  rules,
one for each class (Table 2).
To build the associated DT, first each antecedent of the
rules in the FRB is associated to a symptom, resulting
in 15 possible symptoms, indicated as iS ,

1, 2,...,15i = , in Table 2. This allows the translation
of the FRB in the Symptom Table 3.

Then, by applying the steps 1.– 6. of the procedure for
building the DT (Section 2.1) on the sequence of
symptoms 0 1 2 15[ ; ; ... ; ]S S SΣ = , one obtains the DT
reported in Figure 3.
The possibility quantification of the degree of
membership to different classes can be performed as
described in Section 2.2, i.e. propagating through the
branches of the tree the degree of activation of each
symptom according to the rules of Fuzzy Logic. The
final assignment of an incoming pattern of signals to a
class is conservatively realized as follows:
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Figure 2. Four-dimensional data set comprised of six classes

Table 2. The Table of rules of the FRB

R
ul

e

IF

1x 2x 3x 4x

THEN

1Γ 2Γ 3Γ 4Γ 5Γ 6Γ

1 Low 1S  Low 4S  Low 9S  Medium 12S Yes No No No No No

2 High 2S  Medium 5S  Medium 10S  High 13S No Yes No No No No

3 High 2S  High 6S  Medium 10S  High 13S No No Yes No No No

4 High 2S  Low 4S  Medium 10S  Low 14S No No No Yes No No

5 High 2S  Higher 7S  Medium 10S  Medium 12S No No No No Yes No

6 Higher 3S  Highest 8S High 11S Higher 15S No No No No No Yes



E.Zio, P.Baraldi, I.Popescu   Optimizing a fuzzy fault classification tree
by a single-objective genetic algorithm  - RTA # 3-4, 2007, December  -  Special Issue

- 226 -

         Table 3. Symptom Table
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1S 2S 3S 4S 5S 6S 7S 8S 9S 10S 11S 12S 13S 14S 15S

1Γ 1 0 0 1 0 0 0 0 1 0 0 1 0 0 0

2Γ 0 1 0 0 1 0 0 0 0 1 0 0 1 0 0

3Γ 0 1 0 0 0 1 0 0 0 1 0 0 1 0 0

4Γ 0 1 0 1 0 0 0 0 0 1 0 0 0 1 0

5Γ 0 1 0 0 0 0 1 0 0 1 0 1 0 0 0

6Γ 0 0 1 0 0 0 0 1 0 0 1 0 0 0 1

- the pattern is declared assigned to a class (in
possibility terms), if the membership grade to the
respective class is larger than a confidence
threshold γ  (here chosen equal to 0.6);

- the pattern is declared ‘atypical’, if none of the
membership grades is larger than γ ;

- the pattern is declared ‘ambiguous’, if more than
one membership grade is larger than γ .

A test on a set of 600 data has resulted in only 40.67%
correct classifications to the six fault classes, while

10.5% of the data are considered as atypical, 2.33% as
ambiguous and 46.5% are assigned to the wrong class.
The obtained performance is obviously unacceptable
and motivates the search for an optimal or near-optimal
sequence of symptoms upon which to build the DT.
The objective of the optimisation algorithm is to find
the sequence of symptoms that leads to the DT with the
best classification performance in terms of percentage
of correct classifications. The number of possible
sequences of symptoms is 15! (~ 1110 ), in Section 4,
this combinatorial optimisation problem is tackled by a
single-objective genetic algorithm.
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Figure 3. DT for classification, built with the ordered sequence of symptoms 0Σ

4. Genetic algorithm optimisation of the
decision tree design
, a procedure based on a single-objective genetic In
this Section algorithm (Appendix A) is carried out for
determining the sequence of symptoms to which
corresponds the FDT with the maximum classification
performance. The genetic algorithm can be seen as
performing a wrapper search [12] around the
classification algorithm (Figure 4): the symptoms
sequence selected during the search is evaluated using
as criterion (fitness) the percentage of correct classified
data achieved by the FDT itself.
The data and rules of the genetic algorithm search are
given in Table 4. These parameters have been
established through a systematic procedure of
experimentation. The objective (fitness) function to be

maximized is the percentage of correct data
classifications; the decision variable is the symptoms
sequence.

Table 4. GA run parameters

Number of chromosomes in the
population

100

Number of generations (termination
criterion) 50

Selection Standard
Roulette

Replacement Children -
Parents

Mutation probability 0.01

Crossover probability (one-site) 1

Figure 4. Single-objective genetic algorithm “wrapper” search
Each chromosome is made up by 15 genes, one gene
for each symptom. The single gene can assume any

integer value in [0,15] that encodes the “swap”
position of the symptom along the sequence. An
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example of a chromosome coding a particular
sequence is given in Figure 5. To decode the
chromosome in its corresponding symptom sequence, a
15 – steps procedure is performed, one for each gene.
At the generic step 1, 2,...,15i = , the ordered
sequence 1i−Σ  and the value k  contained in the i -th
gene are considered: the symptom in the i -th position
of 1i−Σ  is swapped with the symptom in the k -th
position of the sequence. For example in the first step
of Figure 5, the value 7 in gene 1 means that the
symptom 1S  is placed in position 7 of the sequence
and simultaneously the symptom that occupied
position 7 is swapped to position 1. This operation is
carried out until the 15th gene of the chromosome is
worked out, leading to the final sequence:

15 3 11 5 12 6 8 7 2 1 10 13 9 14 4 15[ ; ; ; ; ; ; ; ; ; ; ; ; ; ; ]S S S S S S S S S S S S S S SΣ =

Note that this original chromosome random design
leads to a coherent symptom sequence, i.e. without
repetition of symptoms, thus avoiding computationally
burdensome chromosome coherence checking a
posterior.
The optimal sequence found at convergence of the
genetic algorithm is:

1 4 6 7 3 12 10 13 15 5 1 14 11 8 9 2[ ; ; ; ; ; ; ; ; ; ; ; ; ; ; ]S S S S S S S S S S S S S S SΣ =

The FDT built following this sequence ends into 46
leaves and achieves a classification performance of
91.34%, while 5.33% of the data are considered as
atypical, 0.33% as ambiguous and only 3% are
assigned to the wrong class.

Figure 5. Example of a chromosome and the corresponding sequence
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5. Conclusion
In realistic applications, fault classification is usually
based on ambiguous information, which can be
effectively handled within a fuzzy logic framework. A
Fuzzy Decision Tree can then be built to logically
structure the uncertain information available. To each
fault class corresponds a classification rule, with
mono-dimensional Fuzzy Sets representing the
characteristic symptoms for the corresponding fault
class.
The classification performance by the resulting FDT is
dependent on the order in which the symptoms are
considered in the building procedure of the DT. This
leads to an optimisation problem with respect to the
construction of the tree. In this work, this problem has
been tackled by means of a single-objective genetic
algorithm in which the different sequences of
symptoms are coded into the chromosomes of the
genetic population by an original procedure, which
guarantees coherence, i.e. no repetition of symptoms in
the sequence.
The genetic algorithm-based optimisation procedure
developed has been successfully applied to a test case
regarding the development of Fuzzy Decision Trees for
the classification of artificial data. Undergoing
research concerns the application of the developed
classification procedure to a real diagnostic problem.

Appendix A: A brief recall of Genetic
Algorithms
In the following, only a concise snapshot is provided
on the basics of genetic algorithms optimisation. For
an extensive and detailed presentation of this
computational paradigm, the interested reader is
invited to consult the available copious literature [18],
[17], [3], [6], [9], [4], [2].
Genetic Algorithms (GAs) are optimisation methods
aiming at finding the global optimum of a set of real
objective functions, { },)(⋅≡ fF  of one or more decision
variables, { }uU ≡ , possibly subject to various linear
or non linear constraints. Their main properties are that
the search is conducted i) using a population of
multiple solution points or candidates, ii) using
operations inspired by the evolution of species, such as
breeding and genetic mutation, iii) using probabilistic
operations, iv) using only information on the objective
or search function and not on its derivatives [16].
GAs owe their name to their operational similarities
with the biological and behavioural phenomena of
living beings. After the pioneering theoretical work by
John Holland [10], in the last decade a flourishing
literature has been devoted to their application to real
problems. The basics of the method may be found in

Goldberg [8]; some applications in various contexts are
included in Chambers [1].
The terminology adopted in GAs contains many terms
borrowed from biology, suitably redefined to fit the
algorithmic context. Thus, GAs operate on a set of
(artificial) chromosomes, which are strings of numbers,
generally sequences of binary digits 0 and 1. If the
objective function of the optimisation has many
arguments (typically called control factors or decision
variables), each string is partitioned in as many
substrings of assigned lengths, one for each argument
and, correspondingly, we say that each chromosome is
partitioned in (artificial) genes. The genes constitute
the so-called genotype of the chromosome and the
substrings, when decoded in real numbers, constitute
its phenotype. When the objective functions are
evaluated in correspondence of a set of values of the
control factors of a chromosome, its values are called
the fitness of that chromosome. Thus, each
chromosome gives rise to a trial solution to the
problem at hand in terms of a set of values of its
control factors.
The GA search is performed by constructing a
sequence of populations of chromosomes, the
individuals of each population being the children of
those of the previous population and the parents of
those of the successive population. The initial
population is generated by randomly sampling the bits
of all the strings. At each step, the new population is
then obtained by manipulating the strings of the old
population in order to arrive at a new population
hopefully characterized by increased mean fitness.
This sequence continues until a termination criterion is
reached. As for the natural selection, the string
manipulation consists in selecting and mating pairs of
chromosomes in order to groom chromosomes of the
next population. This is done by repeatedly performing
on the strings the four fundamental operations of
reproduction, crossover, replacement and mutation, all
based on random sampling: the parents’ selection step
determines the individuals which participate in the
reproduction phase; reproduction itself allows the
exchange of already existing genes whereas mutation
introduces new genetic material; the substitution
defines the individuals for the next population. This
way of proceeding enables to efficiently arrive at
optimal or near-optimal solutions.
With regards to their performance, it is acknowledged
that GAs takes a more global view of the search space
than many other optimisation methods. The main
advantages are i) fast convergence to near global
optimum, ii) superior global searching capability in
complicated search spaces, iii) applicability even when
gradient information is not readily achievable.
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