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Professor Igor Ushakov  
Editor-in-Chief  
Reliability: Theory & Applications  
   
1 February 2011  
  
Subject: Letter to the Editor  
 
   
Dear Professor Ushakov,  
   
It came to our attention that we had missed an important reference in our paper titled G1-
Renewal Process as Repairable System Model, which was published in RTA, Vol.1, No. 3, 
Sep 2010.  The first sentence in the Abstract should have read "This paper considers a 
point process model with a monotonically decreasing or increasing ROCOF and the 
underlying distributions from the location-scale family, known as the geometric process 
(Lam, 1988)".  Also, the last sentence in the Introduction should have read: "The 
considered below geometric process (Lam, 1988, 2009) overcomes this particular 
drawback".  
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ANALYTICAL ESTIMATION OF RELIABILITY ОF NETWORKS CONSISTING OF 
IDENTICAL ELEMENTS. 

 
O. A. Tkachev   

 
Moscow Aviation Institute, Moscow, 125993, GSP-3, A-80,  

Volokolamskoye shosse 4, Russia. 
e-mail: tkachev_oleg55@mail.ru  

 
ABSTRACT 

 
In this work the analytical expressions for reliability factor of steady-state 
network consisting of identical elements are accomplished. For obtaining of the 
analytical expressions of considered factors, the Markov process characterized by 
a certain combination of failed elements and by a network state is considered. It is 
shown that for definition of values of the obtained expressions it is sufficient to 
define the number of combinations of set capacity elements at which failure the 
network passes in non-operable state. For small dimension networks this factor 
may be defined precisely by analysis of all possible combinations of failed 
elements. For large-scale networks it is necessary to use Monte Carlo method or 
combined method. 

 
1 INTRODUCTION 

 
At network reliability assessment, reliability factors which define dynamics of behavior of 

the network are of great interest. Following are considered as reliability factors: mean time spent in 
operable and non-operable conditions within the steady-state mode. The simplest criterion for 
network operability is its connectivity. The network is considered to be connected if between any 
pair of nodes exists at least one path. 

In the course of deducing inference, we will use connectivity of a network as criterion of its 
operability. In section 5 the possibility of application of the obtained expressions at use of other 
criteria of a network operability is justified. 

If connectivity is used as a network operability criterion, than mean time spent in the 
connected state corresponds to mean time to failure (MTTF), and network mean time spent in the 
disconnected state corresponds to mean time to repair (MTTR). Therefore MTTF and MTTR may 
be considered instead of mentioned reliability factors. 

 
2 NETWORK RELIABILITY MODEL AND OBTAINING OF ANALYTICAL 

EXPRESSIONS 
 
Let us assume that network nodes being absolutely reliable and edges being identical on 

reliability fail independently from each other and their time to failure and time to repair are 
exponentially distributed with parameters λ and μ. 

Let us imply moving off of an edge from the network till its repair to be edge failure. 
Distinctive feature of networks which complicates definition of reliability factors is that at certain 
number of failed edges network may be connected as well as disconnected. For example, network 
presented on Figure 1 may not be precisely defined as connected then two or three edges are 
removed. 
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Figure 1: Example of the network 

 
The cuts of capacity i is employed as a key parameter which allows us to define considered 

reliability factors of the network. Let us denote this parameter by Yi. 
Let's define Yi for the network presented on Figure 1. Since considered network is 

biconnected, therefore one edge moving off cannot break its connectivity. Hence Y1=0. For 
definition of Y2 and Y3 we consider all possible states of the network when 2 and 3 edges are moved 
off respectively, Figure 2. 

Analyzing the data presented on Figure 2, it is possible to define that 2 cuts of capacity 2, 
and 14 cuts of capacity 3 are within the considered network, hence 2=2Y , 14=3Y . Any 

combination of i edges at i  > 3 is a cut, hence 







i
n

Yi =  at 4i . 

At small n, values of Yi may be defined by exhaustion of all possible states of the network. 
At great values of n, place Monte Carlo method or combined method should be used. 

 

 
 

Figure  2: Network state transition at failure of i edge (i=3) 
 

Knowing Yi it is possible to define probability of i edges to become disconnected in case of 
failure. Let us denote this factor by - Zi. 

Value of Zi is equal to ratio of Yi to the total number of possible combinations of i of n 
elements where n is the number of edges in the network, expression (1). 
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







i
n
YZ i

i =  (1) 

Consider a Markov process which describes network state transition at failure and repair of 
its edges. Each state is characterized by a certain combination of failed edges and by a network 
state. 

Denoted by E  is the set of operable states of the network, E  is the set of non-operable 
states of the network. 

Analytical expressions for definition of an average stay time of Markov and semi-Markov 
process in a subset of states have been obtained by  Ushakov (1969a, 1969b). 

For the considered case B.V.Gnedenko  (1983), the average stay time of Markov process on 
a set of states E  before the first entering to a state of set E  can be defined from expression: 

 
)(

=
)(

=
ji

Ei
j

Ej

i
Ei

ij
Ej

i
Ei

i
Ei

E P

P

P

P
T

 
















 (2) 

 
where ij - rate of transition from state Ei  to state Ej , 

ji - rate of transition from state Ej  to state Ei . 
Similarly mean time for the process to be within the set of states E  is defined 

 
)(

=
)(

=
ij

Ej
i

Ei

j
Ej

ji
Ei

j
Ej

j
Ej

E P

P

P

P
T

 
















 (3) 

 
Let us denote connected states by ),( 'ki  pair and disconnected network states by ),( 'ki  pair 

at i  failed edges. Then the left parts of expressions (2) and (3) may be written as follows: 

 
*

',','0=

','0=
=

kiki
Ek

n

i

ki
Ek

n

i

E

P

P

T









 (4) 

 
*

',','0=

','0=
=















kiki
Ek

n

i

ki
Ek

n

i

E

P

P

T


 (5) 

where kiP , , kiP ,  - probability of states; and *
,ki   - rate of transition from state ),( 'ki  to 

states belonging to the set E , *
', ki

  - rate of transition from state ),( 'ki  to states which belong to 

the set E . 
Summary edge failure rate at i  state equals to )( in  , and summary rate to repair - i  

therefore: 
 *

)',(

*

)',(
)(=

kiki
Zin    (6) 



Tkachev O. – ANALYTICAL ESTIMATION OF RELIABILITY OF NETWORKS CONSISTING OF IDENTICAL ELEMENTS 

 
RT&A # 02 (21)  

(Vol.2) 2011, June 
 

 

12 

 **

)',(

*

)',(
=  kiki

Zi  (7) 

where *
),( kiZ   - probability of network transition to disconnected state from ),( 'ki  in case of 

one edge failure; 
**

),( kiZ   - probability of network transition to connected state from ),( 'ki  state in case of one 
edge repair. 

For definition of 
ET  and 

ET  from expressions (4) and (5) it is necessary to know values 

)',( ki
P  and 

)',( ki
P . Since all edges are identical on reliability therefore all states with i  failed edges 

are equiprobable. 
The probability of i edges in the network to be failed is equal to 

 n

i

i
i
n

P
)/(1

)/(
=
















 (8) 

The total number of such states is 







i
n

, therefore 

 n

i
i

ikiki

i
n
PPPP

)/(1
)/(==~==

)',()',( 










  (9) 

Further, using Zi defining from expression (1), it is possible to define the number of 
disconnected states at i failed edges. 

 







i
n

ZY ii =  (10) 

Similarly, the number of connected states 
 

 
















i
n

ZY
i
n

ii )(1=  (11) 

If we substitute (6), (7), (8), (10) (11) into (4) and (5), and placing variables independent of i 
and k outside summation symbols, we obtain 

 
*

),(
0=

0=

)(~

~)(1
=

ki
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i
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ZinP

P
i
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Z
T


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


















 (12) 
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0=

0=

~

~)(
=

ki
Ek

i

n

i

ii

n

i
E

ZiP

P
i
n

Z
T









 









 (13) 

Practical use of the obtained expressions is made difficult by necessity to consider all 
possible n2  states of the systems for definition of *

),( kiZ  ; **
),( kiZ  . 

In Tkachev (1999, 2010) it is shown, that defining of Zi value is sufficient to define the 
values of expressions (12) and (13). 
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If at i failed edges the network is in one of connected states, then at one of (n-i) operational 
edges failure the network may transit to one (n-i)  states with i+1 number of the failed edges. Let 

)',( ki
S  of them be disconnected, then from definition *

)',( ki
Z  follows that 

 
in

S
Z ki

ki 
)',(*

),( =  (14) 

For example, 2/5=*

)'(2,1
Z  (point А on  Figure 2). 

Now, sum expression may be presented as *

)',( ki
Z . 

 
in

C
in

S
Z iki

Ek
ki

Ek 


'
)',(

'

*

)',('
==  (15) 

where '
iC  - the total number of transitions from the set of connected states ),( 'ki  to the set 

of disconnected states )1,( ' ki . 
For definition of '

iC  value the following reasoning may be employed. 
If the network is in one of Yi disconnected states, then at failure of one of (n-i)  operational 

edges the network may transit to another disconnected state with the number of failed edges i+1. 
The total number of transitions from disconnected states with the number of failed edges i  to 
disconnected states with the number of failed edges i+1 equals to )( inYi  . Then value of 1iY  may 
be expressed through iY  and '

iC  as follows: 

 
1
)(=

'

1 


 i
CinYY ii

i  (16) 

The denominator equals to i+1 because the network can transit in each state with the 
number of failed edges i+1 from i+1 states with the number of failed edges i (point B on Figure 2) 
. 

On the other hand, in compliance with definition 

 














1

= 1
1

i
n

YZ i
i  (17) 

If we substitute 1iY  from (16) to (17) we obtain 

 





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







1
1)(

)(=
'

1

i
n

i

CinYZ ii
i  (18) 

In addition, 

 
1

=
1 


















 i

in
i
n

i
n

 (19) 

If we substitute expressions (10) and (19) to (18), then after simplification we obtain 

 
)(

)(
=

'

1

in
i
n

Cin
i
n

Z
Z

ii

i



















  (20) 

whence it follows that 
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 )()(= 1
' in

i
n

ZZC iii 







  (21) 

Therefore 

 









 



 i
n

ZZ
in

CZ ii
i

ki
Ek

)(== 1

'
*

)',('
 (22) 

Substituting (22) to (12), we obtain 

 





























i
n

ZZinP

P
i
n

Z
T

iii

n

i

ii

n

i
E

))((~

~)(1
=

1
0=

0=


 (23) 

After notation we obtain 

 iii P
i
n

ZR ~)(1= 







  (24) 

 
i

ii
i Z

ZZZ



1
= 1*  (25) 

Thus, expression (23) may be brought to the form 

 
*

0=

0=

)(
=

ii

n

i

i

n

i
E

ZinR

R
T







 (26) 

The numerator of this expression is probability for the network to be in connected state at an 
arbitrary point of time. If we substitute iR  from (24) and iP

~  from (9) we obtain 

 i
i

n

i
n i

n
ZR )/()(1

)/(1
1=

0=


 









   (27) 

By similar reasoning it is possible to obtain expression for system's mean time spent in the 
disconnected state from (13). 

If at i failed edges the network is in one of disconnected states, then at repair of one of i 
edges the network may transit to one of i states with the number of failed edges i-1. Let 

)'',( ki
S  of 

them be connected, then from **
),( kiZ   definition follows that 

 
i

S
Z ki

ki

)',(**

)',(
=



  (28) 

Now sum expression may be given: **
),( kiZ  . 

 
i
C

i

S
Z iki

Ek
ki

Ek

'
)',(

'

**

)',('
==







  (29) 

where '
iC  - the total number of transitions from disconnected set ),( 'ki  to connected set 

)1,( 'ki  . 
For definition of '

iC  the following reasoning may be used. 
 If the network is in one of Yi disconnected states, then at repair of one of i failed edges the 

network may transit to connected or disconnected state with the number of failed edges i-1. The 
total number of transitions from disconnected states with the number of failed edges i , is equal to 
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iYi *)( . '
iC  of them are transitions into connected states. Then value of 1iY  be expressed through iY  

and '
iC  as follows: 

 
1)(

)(=
'

1 
 

 in
CiYY ii

i  (30) 

 
The denominator equals to 1)(  in  because the network can transit in each state with the 

number of failed edges i-1 from 1)(  in  states with the number of failed edges i. 
From expression (30) we obtain 
 
 1))(()(= 1

'  
 inYiYC iii  (31) 

 
Substituting Yi from (10) in (31), we obtain 

 1))((
1

= 1
' 




















 inZ
i

n
Z

i
n

C iii  (32) 

In addition, 

 
1))((

=
1 
















 in

i
i
n

i
n

 (33) 

 

 )(= 1
'


 








iii ZZi

i
n

C  (34) 

If we substitute '
iC  value from (34) into (29) and expression (29) into (13), we get 

 
)(~

~)(
=

1
0=

0=



























iii

n

i

ii

n

i
E

ZZ
i
n

iP

P
i
n

Z
T


 (35) 

After notation 

 iii P
i
n

ZQ ~= 







 (36) 

we obtain 

 
)(1

=
**

0=

0=

ii

n

i

i

n

i
E

ZiQ

Q
T







 (37) 

where 

 
i

i
i Z

ZZ 1** =   (38) 

Results of calculation of ***,,, iiii ZZZY  values for the network on Figure 1 are presented in  
Table1. 
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Table 1. ***,,, iiii ZZZY  values for the network on Figure 1 
  i  









i
n

  
 iY    iZ   *

iZ    Z **
i   

 0   1   0   0   0   0  
 1   7   0   0   0,095238   0  
 2   21   2   0,095238   0,336842   0  
 3   35   14   0,4   1   0,238095  
 4   35   35   1   0   0,4  
 5   21   21   1   0   1  
 6   7   7   1   0   1  
 7   1   1   1   0   1  

 
If we substitute ***,,, iiii ZZZY  values from Table 1 into expressions (26), (27), (37), where 

=0,01 (1/hour) and  = 1(1/hour), we obtain following values of considering reliability factors.  
23,769=

ET  hour.; 0,980645=R ; 0,469=
ET  hour. 

 
3 COMPARISON WITH KNOWN RESULTS 

 
For checking of the obtained expressions we define values of considered system reliability 

factors (Figure 3) for which analytical estimations are known. 
 

 
 

Figure  3: Parallel - series system 
 
Following expressions may be found in  Gnedenko&Belyayev&Solovyov (1965). For s 

identical elements connected in parallel with   and   parameters. 

 

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
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
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
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



 EE

E
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t
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For k identical repairing subsystems connected in series. 
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


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
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Substituting in this expressions 3=2,= ks ,  =0,1(1/hour),  =1 (1/hour) we obtain 

20,000=
ET  hour.; 0,975411=R ; 0,504=

ET  hour. 

For definition of these reliability factors using expressions (26), (27), (37), values of Yi and 
Zi should be defined. 

It is obvious that 0=1Y  and 0,0=1Z . In case of 2 elements failure there are three 
combinations resulting in disconnection (nonoperativity) of the system (1,2), (3,4), (5,6). The total 
number of probable combinations is 12, hence 3=2Y  and 3/12=2Z . For definition of 3Y  and 3Z  
let us consider all probable combinations of 3 elements (Table 2). As followed from the results 
provided in Table 2, 12=3Y  and 12/20=3Z . At failure of 4 or more elements, the system will be 
disconnected, therefore 1=== 654 ZZZ . 

 
Table 2. State of the system on Figure 3 at failure of 3 elements. 

 
1 123 - 11 234 - 
2 124 - 12 235 + 
3 125 - 13 236 + 
4 126 - 14 245 + 
5 134 - 15 246 + 
6 135 + 16 256 - 
7 136 + 17 345 - 
8 145 + 18 346 - 
9 146 + 19 356 - 

10 156 - 20 456 - 
 

Table 3. Calculation results of system performance (for Figure 3) 
 

  i  








i
n

 iP    iY    iZ   *
iZ    Z **

i  iQ   iR   

 0   1   0,5644739301   0   0   0   0   0,0000000000   0,5644739301  
 1   6   0,3386843580   0   0   0,2   0   0,0000000000   0,3386843580  
 2   15   0,0846710895   3   0,2   0,5   0   0,0169342179   0,0677368716  
 3   20   0,0112894786   12   0,6   1   0,33333   0,0067736872   0,0045157914  
 4   15   0,0008467109    15   1   0   0,6   0,0008467109   0,0000000000  
 5   6   0,0000338684    6   1   0   1   0,0000338684   0,0000000000  
 6   1   0,0000005645    1   1   0   1   0,0000005645   0,0000000000  

  
The rest results are presented in Table 3. Substituting the data from Table 3 into expressions 

(26), (27), (37), we obtain: 
 

20,000=
ET  hour.; 0,975411=R ; 0,504=

ET  hour. 

 
4 EXAMPLES OF NETWORK RELIABILITY ANALYSIS 

 
We will consider biconnected networks which node degrees satisfy to the inequality 
32  k . 
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Let us denote the number of nodes by m and the number of edges by n. It is necessary to pay 
attention that for each pair of (m,n) there is a topology providing the maximum level of reliability. 
For definition of such topologies the algorithms offered in Artamonov (1999) have been used. 

 
Example 1. Ring with one diagonal m=20, n=21 

 
It is obvious that 0=1Y  and 0=1Z . Considering combinations of 2 edges one may see that 

they form a cut even when they belong to the same chain. In addition, any combination of 2 edges 
which belong to the same chain is a cut itself. Calculation results of values Yi and Zi for the network 
(Figure4) are presented in Table 4а. Table 4b includes 

ET , 
ET  and R values calculated for various 

λ. Value μ=1. Here and elsewhere the unit of measurement for λ and μ is 1/hour, for 
ET and 

ET   - 

hour. 

 
Figure 4. Network with parameters m=20, n=21 

 
Table 4a. Yi and Zi values for the network presented on Figure 4. 

 
  i   1   2   3   
 Yi   0   63  

 







i
n

  

 Zi   0   0,3000   1  
 

Table 4b. 
ET , 

ET , R  valuesfor the network presented on Figure 4. 

 
      

ET    
ET   R   

 0,1   1,13   0,6983   0,617547  
 0,01   79,56   0,4997   0,993759  

 0,001   7928,59   0,4995   0,999937  
  

Example 2. Network with parameters m=20, n=24 
 
As presented in Artamonov (1999), to reach the maximum reliability it is necessary to find 

the minimal diameter network with 2(n-m) nodes of degree 3, and distribute nodes of degree 2 on 
the edges of this network equally. The network presented on Figure 5 may be found as a result. 

Yi values of this network may be defined by exhaustion of all possible states. Results of 
calculations are presented Table 5a and Table 5b. 
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Figure  5.  Network with parameters m=20, n=24. 

 
 

Table 5a. Values Yi and Zi for the network on Figure 5. 
 

  i   1   2   3   4   5   6   
 Yi   0   12   328   4082   29960  









i
n

  

 Zi   0   0,043478   0,162055   0,384252   0,704875   1  
 

Table 5b. Values 
ET , 

ET , R  for the network on Figure 5. 

 
      

ET    
ET   R   

 0,1   2,13   0,3334   0,864576  
 0,01   390,86   0,4845   0,998762  

 0,001   41415,64   0,4986   0,999988  
   

5 USE OF OTHER OPERABILITY CRITERIA AND MODELS OF NETWORK 
RELIABILITY 

 
The connectivity of all nodes of the network has been used as operability criterion so far. 

However the following question would be appropriate: whether loss of communication with one of 
nodes is a failure? If we consider the loss of connectivity with k nodes to be admissible, then the 
following network operability criterion may be used: the network is considered operational, if 
number of connected nodes )( km  . 

The obtained results may be also used in this case, but respective alterations in algorithm of 
definition of values Yi should be made. In Table 6 values 

ET and R at various values of k are 

presented for the network on Figure 5. 
 

Table 6. Values 
ET  and R  at various values of k, 

λ=0,01, μ=1 for the network on Figure 5. 
 

  k    
ET    R   

 1   5780,49   0,999943591  
 2   9843,50   0,999967012  
 3   

31455,53  
 0,999990157  
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It is possible to weaken restriction on equireliability of edges. It is possible to present each 
edge in the form of serial connection of certain quantity of equireliable elements. Thus fictitious 
nodes are entered into network structure. After such transformations values of Zi are defined. If one 
of elements making an edge fails, then this edge is removed from the network. Network 
connectivity is checked without considering of fictitious nodes. 

It should be mentioned that obtained results may be used in case of failure of nodes when 
edges are absolutely reliable. Node failure may be modeled by removal of all edges emanating from 
this node. 

This method of the analysis of networks reliability can be used also when those states are 
only considered as operable at which value of certain network parameters, for example, the network 
capacity will satisfy to preset values. 

For high dimension networks the statistical estimation of values Zi can be defined using a 
Monte-Carlo method. The random combination of i fault elements is generated, and then operability 
of a network is checked. The ration of an amount of trials at which the network will appear non-
operable to the total number of trials will be statistical estimation Zi. 

However it is necessary to consider that for reaching of high accuracy of statistical 
estimation Zi, the amount of trials should be great enough (105-106). 

 
6 CONCLUSION 

 
Analytical expressions defining reliability factors of networks consisting of identical 

elements are obtained. These elements fail and repair independently from each other and have 
exponentially distributed time to failure ad time to repair. Moreover both nodes and edges of the 
network may be regarded as absolutely reliable. Fidelity of the obtained result is vindicated by 
calculation of reliability factors of redundant system for which analytical estimations are known. 
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ABSTRACT 
 

The author presents a general analytical solution determining “the Occurrence probability of 
a sequence of events, each following a Poisson Stochastic Process”. Generally, this 
probability is described under the form of an integral equation of order “n ”. Where “ n ” is 
number of the elementary independent events in the examined sequence.  
As far as the author can tell, the solution is original. It is of a great interest to a wide range of 
system reliability problems such as: sequential calculations, dominos effects, dynamics fault 
trees, Markov systems, priority AND gates, stochastic optimization, acceleration techniques 
for Monte-Carlo simulation, … 

 
Key words: Ordered events, sequential events, Poisson stochastic Process, Markov, 
probability 

 
1 Introduction 

 
The author is interested in determining “the occurrence probability )(tpn  of a well-defined 

sequence of ordered events obeying Poisson stochastic processes”.  
One meets often ordered events in system reliability analyses. Analysts may use “Dynamic 

Fault Tree” with “Priority Gates”, “Markov Graphs” or “Monte-Carlo Simulation” tools in order to 
deal with the dynamic aspect of this problem.  

A fault tree can be described by means of some cut sets. One may calculate the occurrence 
probability of each cut set. However, the calculated probability does not tell about the occurrence 
order of the involved events in the cut set. A cut-set, containing n -independent events, may be 
expressed in n ! different ordered sequences. In many reliability and risk assessments, only some 
given ordered sequences may be of specific concerns. Consequently, it is of great interest to 
determine the occurrence probabilities of these sequences and their occurrence rates.  

In the paper, one describes the problem in the form of a given integral in section 3 and a 
differential equation in section 4. Fussell (1976) uses the same integral equation as we do, but the 
events are arranged in the opposite order. He uses Laplace transformation to find out an exact 
solution. Although the solution is exact, Fussell switched on to use the asymptotic form of the 
solution. Yuge (2008) uses the same differential equation given previously in section 4 in order to 
model the sequential occurrence of events in a given priority AND gate (PAG). He uses Laplace 
transformation and find out the exact solution of the occurrence probability )(tpn . However, in 
both cases, the authors used complicated forms such that it did not allow putting in evidence the 
recurrence aspect of the solution. They were more concerned by inserting their models (PAG, ...) in 
a Dynamic Failure Tree than by other aspects of the solution.  
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However, if they had not excluded the use of an equivalent Markov Graph, they would have 
noticed this interesting recurrence aspect of the model, and maybe, they would have used a simpler 
expression of the solution. 

 
Many other authors followed almost the same way on modeling and produced very interesting 

applications, see Walker (2007), Rai (1995), Merle (2010, IEEE Trans.), Merle (2009) and Merle 
(2010, ESRel), without perceiving that the exact solution could be put in a simpler form. 

This would have extended the solution to other categories of problems rather than just the 
modeling of the PAG’s and their inclusion in Dynamic Failure Trees. 

Some other researchers could solve the same problem in using numerical techniques such as 
Petri Nets of Dynamic Bayesian Net (DBN). The use of a numerical technique prevents all 
possibility to underline the analytical solution and its interest. This is the case of Montani (2008) in 
an application relative to an active heat rejection system (AHRS) that he used to validate the 
methodology. The case would have been solved immediately if one had applied the analytical 
solution given herein. The problem contained only 8 sequences with a maximum length of 4 
successive independent failures. 

One may equally mention the case of the applications treated in Dobson (2004), Dobson 
(2005) and Anghel (2007), where the general analytical solution would have helped in treating 
easily the problems and in an exact way.  

Regarding rare sequential events, many researchers sought answers in developing methods 
based on Monte-Carlo simulation, Adamyan (2002) and Johasen (2006). Some other authors have 
developed interesting methods as well as they have developed solutions very close to the one 
proposed here, see Sato (1985), Walker (2009), Yuge (2008), Liu (2007), Manian (1998), Long 
(2000), Kohda (2003) and the NUREG-094. Two papers should particularly be underlined. These 
are the papers of Long (2000) and Kohda (2003). 

The work presented here is limited to Poisson stochastic processes. However, it is of high 
interest because it will obviously improve the numerical procedures used to treat practical industrial 
cases.   

The analytical solution of this problem presents a particular interest by itself, because of its 
originality and simplicity. Besides, it suggests some interesting directions of investigation so that it 
may help in developing analytical solutions for some other specific time distributions different from 
Poisson ones.  

 
 
2 Problem definition 
 
Let T  describe a top event which results from the occurrence of some n  basic events ie  (

ni ,...,2,1 ) in a well determined sequential order. Basic events ie  are following Poisson stochastic 
processes and each is fully characterized by a constant occurrence rate i  and by its occurring order 
‘ i ’. The 1e  is the 1st occurred and ne  is the last event. 

One would like to determine the occurrence probability of the top event T  and its occurrence 
rate.  

 
3 Problem modelling 
 
A will defined top event T  will occur if and only if some independent events ie  happen 

according to a well specified order  neeee ,...,,, 321 . The corresponding occurring instants are 



Mahamed Eid – A GENERAL ANALYTICAL SOLUTION FOR THE OCCURRENCE PROBABILITY OF A SEQUENCE OF ORDERED EVENTS FOLLOWING 
POISSON STOCHASTIC PROCESSES 

 
RT&A # 02 (21)  

(Vol.2) 2011, June 
 

 

23 

defined by  ntttt ,...,,, 321 , where  ntttt  ...321 . Each of these instances  ntttt ,...,,, 321  has 
its distribution probability function (pdf). The first event is 1e  and the last one is ne . 

 
The probability )(tpn  that Event T  happens within the interval [0,t] is given by: 
 

)(tpn  = 
t

d
0

111 )(  * 
t

d
1

222 )(


 * 
t

d
2

333 )(


 *…* 




t

nnn

n

d
2

111 )(


 * 


t

nnn

n

d
1

)(


  ......... (1) 

 
Where: tn   ...0 321  and, i  is the Poisson density function characterising the 

event ie  [ i = t
i

ie  * ].  
 
Many authors could previously developed analytical solutions for Equation 1 when it was a 

matter of limited number of ordered events obeying a Poisson’s Stochastic Process, e.g. Fussell 
(1976), Yuge (2008), Long (2000) and Kohda (2003).  

Here, the paper develops a simpler form of the exact solution of Equation 1. 
 

4 Analytical Solution 
 

It is obvious that Equation 1 can equally be expressed on the following differential form: 
 

)(1 tp
dt
d

n  = )(1 tn )(tpn   ............. (2) 

 
Let )(tpn  be the occurrence probability of a sequence T , a set of chronologically ordered 

events  neeee ,...,,, 321 . The probability )(tpn  is the solution of the Equations 1 and 2.  
 
Let )(tpn  be expressed by following expression: 
 

)(tpn  = 


 
 

n

j

t
n
j

n

jnl
l

eC
1

)(

)1(* 1


,  ............. (3) 

 
Where, each event ie  is defined by a constant occurrence rate i , {  ni ,...,2,1 }. 
The solution of the problem resumes in determining the coefficients n

iC .  
In appendix (1), we demonstrate the solution proposed in Equation 3 and show that the 

coefficients i
jC  are fully determined thanks to some recurrence pattern, as following:  

 
1

1
iC  = 



i

j

i
jC

1
,                        1

1



i
jC = i

ji

jil
l

i C


 




1

1

1



 ,                    ij ,...,2,1 , and   ni ,...,2,1  ........ (4) 

 
Some examples for calculating the parameters i

jC  are given in appendix (2).  
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4.1 Occurrence Density and Occurrence rate 
 
By definition, the corresponding occurrence density function )(ti  can directly be deduced 

via the first derivative of the occurrence probability function as following: 
 

)(tn  = 
dt

tdpn )(   ............. (5) 

 
The occurrence density function )(tn  will then be determined by: 

)(tn  = 







 

n

j

tn

jnl
l

n
j

n

jnl
l

eC
1

)(

1

1)(*


   ............. (6) 

 
We may also define an equivalent occurrence rate )(ti  of the whole sequence T , such as: 
 

)(ti  = 
dt

tdp
tp

i

i

)(*
)(

1  = 






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j

t
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j
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j
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j

i
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l

i

jil
l

i

jil
l

eC

eC

1

)(

1

)(

1

)1(*

*)(

1

1






  ............. (7) 

 
As we may expect, although the ordered events are individually governed by a Poisson 

Stochastic Process, the sequence T  is not. The occurrence rate of the sequence T  is time 
dependent, Equation 7.  

 
4.2 Mean Occurrence Time 
 
One may also determine the mean occurrence time n  corresponding to a given sequence ( nS

) of n-events  neeee ,...,,, 321 , such as: 
 

n  = 


0

)(*
t

n tdpt   ............. (8) 

 
The solution of Equation 8 is elementary and can be determined by: 
 

n  = 





n

j
n

jnl
l

n
jC

1
1

)( 
  ............. (9) 

 
4.3 Asymptotic Behaviour 
 
Having demonstrated that the occurrence probability )(tpn  of a given sequence of n-well 

defined ordered events can be described by Equation 3, it is straightforward to demonstrate that the 
occurrence probability )(tpn  has an asymptotic value equal to: 
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)( tpn       


n

j

n
jC

1
  ........... (10) 

 
The occurrence probability density function n  of the sequence nS  has an asymptotic value 

equal to: 
 

)(  tn         0.  ........... (11) 
 
 
Similarly, the equivalent occurrence rate n  of the sequence nS  has an asymptotic value 

equal to: 
 

)(  tn           0.   ........... (12) 
 
 
5 Numerical Application 
 
Two illustrative numerical applications are given in the following in order to help in sizing the 

interest of having a generic analytical solution determining the occurrence probability of a given 
sequence ( nS ) of n-events  neeee ,...,,, 321  in the given order. 

 
5.1 Occurrence Order 
 
In this application, we are focusing on the dependence of the occurrence probability on the 

occurrence order of the basic events.  
A very simple example is illustrated in figure 1 where the time evolution of the occurrence 

probability of a sequence of four basic events  4321 ,,, eeee  whose occurrence rates are constant and 

having the following values: 410  /h, 310*5   /h, 210*5.2   /h, 110*25.1   /h. In Figure 1, we are 
comparing two configurations represented by a red curve and a blue one.  
 

 
 

Figure 1. The occurrence probability of the same set of events in two different orders 
(dec: decreasing order, inc.: increasing order) 
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The red curve represents the case where the sequence of events follows the increasing order of 
the occurrence rates (less frequent occurs first). While, the blue curve describes the case where the 
sequence of events following the decreasing order of the occurrence rates (more frequent occurs 
first). 

It is obvious that the occurring order of events impacts on the time behaviour of the occurring 
probability of any sequence of events.  

The asymptotic behaviour of the occurrence probability can also be underlined. 
 

5.2 Treatment of a Markov Graph  
In this example, a given system is described by Markov graph. The system has 8 possible 

states. The transitions between different states are fully determined by their transition rates. 
In this illustrative example, Figure 2, a unique transitions rate value of 110  1h  is considered 

for all transition rates as following: 
12  = 13  = 14  = = 25  = 52  = 36  = 47  = 56  = 68  = 110  1h  

We are interested in the sequences nS  leading to the absorbing states 7e  or 8e , which are the 
following: 

 
3S  = 741 eee  , 

4S  = 8631 eeee  , 

5S  = 86521 eeeee  , 

nS 25  =   86521 eeeee n  ,   ,...2,1,0n  
 
Where;  
 052 ee   = 52 ee   

 152 ee   =   5252 eeee   

 252 ee   =     525252 eeeeee   
 

 
 

Figure 2. Schematic presentation of a Markov Graph 
 

One would, then, like to determine for each sequences ( 3S , 4S , 5S , 7S ) its occurrence 
probability time-profile, )(tpn . The occurrences probabilities of the sequences 3S , 4S , 5S , 7S  are 

e1 

e2 

e3 

e4 

e5 

e6 

e8 

e7 
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illustrated in Figure 3. Higher order sequences would have much lower contribution than that of 7S  
as illustrated in Figure 3. 
 

 
 

Figure 3. Occurrence probability as a time-function of each sequence rank 
( 3S , 4S , 5S , 7S ) 

 
The asymptotic values of the occurrence probabilities of the sequences ( 3S , 4S , 5S , 7S ,...) are 

illustrated for the application in Figure 4. 
 

 
 

Figure 4. The asymptotic probability as a function of the sequence rank 
 
 

Finally, one would also determine the mean occurrence time of the sequences ( 3S , 4S , 5S , 7S
,...) as a function of the sequence order, Figure 5.  
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Figure 5. Meantime of occurrence as a function of the sequence length 
 
 

6 Conclusion 
 
The paper proposes a general solution in order to determine the occurrence probability of a 

given sequence of n-events following Stochastic Poisson’s Processes. The solution is analytical and 
original. 

Some interesting asymptotic characteristics of this analytical solution have been assessed. 
Two simple numerical applications are illustrated in order to underline the interest of 

possessing an analytical generic solution to this problem. 
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Appendix (1) 
 
Let )(tpn , the occurrence probability of the sequence T, be the solution of the Equation 0 and 0 and 
be expressed as: 

)(tpi  =


 
 

i

j

t
i
j

i

jil
l

eC
1

)(
)1(* 1



, 1
1C  = 1.0 and  ni ,...,2,1  

)(1 tpi  =
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1 )1(*

1

2
i

j
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jil
l
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, 1
1C  = 1.0 and  ni ,...,2,1  

And, 
 

)(1 tp
dt
d

n = )(1 tn )(tpn  

 
Where Sequence T contains i  ordered events, each is defined by an occurrence rate j . 
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While; 
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Then, 
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Appendix (2): 
 
Consider the case of a sequence containing 4 basic events in some well-determined order, so we 
have :  
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We may, then, find out the coefficients i

jC  as following: 
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So, the occurrence probability of this given sequence will, then, be determined by: 
 

)(4 tp  = 


 
 

4

1

)(
4 )1(*

4

14

j

t

j
jl

l

eC


  

 = 4
1C  * ( te 41  )   

  + 4
2C  * ( te )( 341   )   

  + 4
3C  * ( te )( 2341   )  

  + 4
4C  * ( te )( 12341   ) 
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ABSTRACT 
 

An optimally coordinated energy dispatching among generating units may contribute to 
attain higher performances of electric networks. Within this wide research field this paper 
focuses on a theoretical study aimed at proposing an optimal dispatching policy maximizing 
reliability and Mean Time To Fault of a park of programmable generating units whose 
failure rate models take into account the dependency from the instantaneous loading 
condition.  

 
 
 
1  INTRODUCTION 
 

The operation environment of power systems is becoming increasingly dynamical due to the 
continually evolving functions required, Madani & King (2008), Bose (2010). 

It is a fact that operational and environmental conditions have a significant effect on 
accelerating or decelerating the rate of degradation processes which occur prior to failure. Most 
conventional failure models are developed on the premise that the prevailing environmental and 
operating conditions either do not change in time, or have no effect on deterioration and failure 
processes. These hypotheses may give misleading results whose accuracy does not fulfill the 
requirements imposed by an envisaged technical and economical dynamic environment in which 
future power systems are called to operate.  

In the future scenarios more advanced reliability analysis tools are required.  
The intent of this paper is to focus on an optimal dispatching policy of a heterogeneous park 

of programmable generating units whose failure rate model is supposed dependent on the loading 
condition. 

 
2 FAILURE RATE AND COVARIATES 
 

A lot of literature has been devoted to the study of failure models for applications in reliability 
engineering. A comprehensive survey of the settled failure models currently adopted in this field 
may be found in Singpurwalla (1995). 

Among these failure models, in engineering systems analysis the approach based on the 
definition of a failure rate function λ(t) plays a key role in reliability and survival analysis; it has 
generally turned out to be a useful device for expressing a connection between the physics of failure 
and the probability of survival. Condition-Dependent Failure Rate (CDFR) models are currently an 
interesting research issue in reliability engineering also applied to power systems, Pan et al. (2009), 
Sun et al. (2010), Wang & Xie (2008). 

In conventional reliability evaluation of power systems failure rate, derived from the collected 
statistical data, has usually been assumed to be constant; it has been realised from the real-time 
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operation that it is not constant and varies with several parameters: in details λ(t) may depend upon 
explanatory variables (covariates) such as loading conditions, installation environment, 
manufacturer, etc. When such is the case, the explanatory variables become a part of the observable 
history, and so their effect needs to be incorporated in failure rate expression	ݐ)ߣ, ,(ݐ)ࢆ  where ,(ݐ)ࣂ
Z(t) is a vector of covariates and θ(t) are other model’s parameters, generally time dependent, Aalen 
(1989), Cox (1972), Peña & Hollander (2004), Singpurwalla (2006).  The conceptual advantage of 
this model lies in the representation of a non observable entity, the failure rate, through observable 
and sometimes controllable entities.  

Generating units’ failure rates may depend on loading/stress history (e.g. active and reactive 
power, voltage, peak values, number of occurrence of a peak, highest derivative etc.) and 
environmental variables history (e.g. temperature, humidity, pollutants’ concentration, etc.). 
Generally some of the loading variables are controllable; some environmental parameters may be 
controlled only in particular installation conditions.  

In this paper the generating units’ failure rate is assumed dependent on the active 
instantaneous loading status, (ݐ)ܮ, so ݐ)ߣ, ,(ݐ)ܮ  .(ݐ)ࣂ

Extensive studies in survival analysis, Cox & Oakes (1984), applied for instance to 
biostatistics, have proposed the following model: 

 )()(exp)())(,( tLttotLt                                                             (1) 
Comprehensive studies on these dependences, under static loading conditions, based on data 

collected for some mechanical elements, e.g. contact bearing, spring, gear, etc., Carderockdiv. 
(1994), proposed the following model: 

y

cL
tL

tctLt













)(
)())(,(                                                            (2) 

Where λc and Lc are the reference failure rate and the corresponding load, respectively; y 
denotes the load dependent exponent (up to 10).  

 
2.1 Optimal Control 
 
The covariate induced failure rate process	ݐ)ߣ, ,(ݐ)ࢆ  may be useful to identify optimal (ݐ)ࣂ

control strategies of a subset of	,(ݐ)ࢆ	ࢆ஼ , of controllable variables capable of optimizing expected 
reliability performances. The general criterion is to select the control/decision variables, subject to 
constraints, in order to maximize the expectation of an objective goal functional, over a time 
horizon. 

Reliability based control applied to power systems may be effective for identifying the most 
economical policies that can be used to fulfil the expected mission and minimize life cycle costs. 
Different control concepts and different reliability target formulations can be evaluated; in 
particular reliability criteria based on crossing rates and on approximations of the extrema of 
random performance measures could be adopted. 

The past decades have seen great development of reliability based optimal control 
methodologies in several engineering fields (e.g. civil, mechanical, marine, offshore); the research 
issue is still open because of the various difficulties in stochastic dynamics and reliability theory. 

The prospected evolution of power systems paves the way for an efficient integration of these 
methodologies; moreover the rapid development of the monitoring technologies, particularly 
sensing techniques, Proceedings of CMD (2010), Proceedings of PHM (2010), non-invasive 
communication systems (e.g. wireless sensor networks), Baker et al. (2009), Lu et al. (2005), and 
their expected pervasive diffusion in future power systems for collecting field data may constitute a 
valid technological support for the actuation of  novel reliability-based control techniques.  
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Implementing this architecture on power systems requires the development of algorithms to 
perform each of its separate functions. That is where some of the real technical challenges are 
found. 
3 PROBLEM FORMULATION 

 
Assume a set of n programmable generators, all of them characterized by a failure rate model 

as (1) or (2). The effect of the electrical network is neglected at this initial stage, so a one-node 
model is considered, Billington & Allan (1984). The objective is to identify a dispatching policy, 
which optimizes reliability performances. In particular as first objective is identified the 
minimization of the risk correlated with any intervention on the system; that is the maximization of 
the reliability of the series of all generators evaluated at the mission time T. This objective may be 
of interest in case of power systems installed in remote areas, or installed on-board, for which the 
costs of any intervention are high. Secondly will be evaluated an optimal loading policy 
maximizing Mean Time To Fault (MTTF) as generally required for improving availability 
performances and optimal maintenance policies.  

In particular let ( ଵܶ, ଶܶ, … . ௡ܶ)	be the random variables (r.v.) describing the operating life of 
each generator; given the failure rate of each generator	ߣ௜(ݐ, ,(ݐ)௜ܮ  All the covariates are .(ݐ)࢏ࣂ
assumed external as defined in Kalbfleisch (2002). If the hazard potential Xi of the generators are 
supposed independent, and given that Hi(t) are known the r.v. Ti are independent, Singpurwalla 
(2006),  so the probability that all n generators are operating during the mission time T is: 

 
ܴ(ܶ) = ܲ( ଵܶ > ܶ, ଶܶ > ܶ,… . ௡ܶ > ,(ݐ)௜ܮ|ܶ ,(ݐ)࢏ࣂ i = 1, . . . , n) =

∏ P( ௜ܶ > ܶ|୬
୧ୀଵ ,(ݐ)௜ܮ  (3)                 ((t)࢏ࣂ

 
4 DETERMINISTIC CASE 
 

If the total load required to the generators L(t) and the failure rate model’s parameters are 
known deterministic the formulation of the optimization problem is:  

 
max௅భ(௧),…,௅೙(௧)[ܴ(ܶ)]                                                                          (4)  

s.t. 

෍ܮ௜(߬) = (߬)ܮ
௡

௜ୀଵ

, ∀߬ ∈ [0, ܶ] 

(߬)௜ܮ ∈ [0, ,[௜ெ஺௑ܮ ∀݅ ∈ [1,2, . . , ݊], ∀߬ ∈ [0, ܶ] 
 

Considered the monotonicity of the argument function, problem (4) is equivalent to: 
max௅భ(௧),…,௅೙(௧) ቂ−∫ ∑ ௜(߬,௡ߣ

௜ୀଵ
்
଴ ,(߬)௜ܮ  ቃ                                              (5)߬݀((ݐ)࢏ࣂ

So, solving problem (5), the optimal dispatching ۺ∗(τ) is:  
 
Model (1) 
Let φ(τ): 

φ(τ) = exp ቎
୐(த)ା∑

ౢ౤ቀಓబ౟(ಜ)∙ಊ౟(ಜ)ቁ

ಊ౟(ಜ)
౤
౟సభ

∑ భ
ಊ౟(ಜ)

౤
౟సభ

቏                                                  (6) 

if φ(τ) ≥ λ଴୧(τ) ∙ β୧(τ) ∙ exp[β୧(τ) ∙  [௜ெ஺௑ܮ
(߬)∗௜ܮ = ௜ெ஺௑ܮ  

 
if φ(τ) ≤ λ଴୧(τ) ∙ β୧(τ) 
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(߬)∗௜ܮ = 0 
 

otherwhise 

(߬)∗௜ܮ =
௅(ఛ)ା∑ ௟௡൬

ಓబౠ(ಜ)∙ಊౠ(ಜ)

ಓబ౟(ಜ)∙ಊ౟(ಜ)
൰

భ
ಊౠ(ಜ)೙

ೕసభ
ೕಯ೔

ଵା∑ భ
ಊౠ(ಜ)

౤
ೕసభ
ೕಯ೔

                                                           (7) 

 
Model (2) 
If ݕ௜ ≠ 1 , let φ(τ) defined by: 

∑ ቈ
௅೎೔
೤೔

ఒ೎೔∙௬೔
φ(τ)቉

భ
೤೔షభ

= ௡(߬)ܮ
௜ୀଵ                                                        (8) 

φ(τ) ≥ 0 

if φ(τ) ≥ ௖೔ߣ ∙ ௜ݕ ∙
௅೔ಾಲ೉
೤೔షభ

௅೎೔
೤೔  

(߬)∗௜ܮ = ௜ெ஺௑ܮ  
otherwhise 

(߬)∗௜ܮ = ቈ
௅೎೔
೤೔

ఒ೎೔ ∙௬೔
φ(τ)቉

భ
೤೔షభ

                                                                    (9) 

It can also be proved that ࡸ∗(߬) maximize the MTTF.  
 
4.1 Maximum MTTF for Periodic Deterministic Load 
If the load L(t) is supposed deterministic and periodic, with period ℎ =  ௜ not explicitlyߣ ,ܶ∆

depending on the time, ߣ௜൫ܮ௜(ݐ),  parameters periodic too with the same period (ݐ)࢏ࣂ ൯, and the(ݐ)࢏ࣂ
of the load (This last hypothesis could be physically justified by periodic maintenance policies), 
applying Bellman’s optimality principle the maximum MTTF* is given by: 

MTTF∗ = max
(୲)ۺ

୲∈[଴,∆୘]

ቐන R(t)dt
∆୘

଴
+ R(∆T) ∙ max

(୲)ۺ
୲∈[∆୘,ାஶ]

{MTTF}ቑ = 

= max (୲)ۺ
୲∈[଴,∆୘]

ቄ∫ R(t)dt∆୘
଴ + R(∆T) ∙ MTTF∗ቅ                                                    (10) 

It’s worth noting that this formulation is possible because ageing is neglected. 
Equation (10) is the recurrent formulation of the maximization problem. 
Banach fixed point theorem guarantees the existence and uniqueness of a fixed point MTTF*: 

∗ܨܶܶܯ = ∫ ோ∗(௧)ௗ௧∆౐
బ
ଵିோ∗(∆୘)

                                                      (11) 
where ܴ∗(ݐ) is the reliability evaluated for the optimal loading policy	ۺ∗(τ). 
 

5 STOCHASTIC CASE 
 
Given a filtered probability space (Ω, ℑ, ܲ) with a filtration	{ℑ௧}, the load ܮ(߬) and the failure 

rate parameters [λ଴୧(t), β୧(t),… ]	are supposed stochastic processes adapted to the filtration, Pham 
(2009). 

If the power system under study is “grid-connected” all the generators may be generally 
deterministically controlled. If the system is isolated and without storage the controllable variables 
may be “n-1” among “n”, supposing that the remaining generator, the “slack”, let it be the j-th, is 
capable supporting the load, that is: 
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௝ெ஺௑ܮ ≥ max௧∈[଴,ାஶ][(ݐ)ܮ] − ∑ ௜ெ஺௑௡ܮ
௜ୀଵ
௜ஷ௝

                                                     (12) 

As it is physically reasonable max௧∈[଴,ାஶ][(ݐ)ܮ]	is supposed to be deterministic; it is assumed 
also that relation (12) is verified ∀݆ ∈ [1,݊]. 

Naturally this hypothesis, in a real case, must be evaluated in the light of load-following 
regulating performances of the j-th generator, that in this paper are supposed adequate to support the 
dynamics of the control policy. 

Chosen a generator j-th as slack, the objective is to identify a loading policy which maximizes 
the expected Reliability for the mission time T.  

Let: 
߯ ቀ߬, ,(߬)ܮ ቁ(߬)ܒદ,(߬)࢐ࡸ = ∑ ,ݐ)௜ߣ ,(ݐ)௜ܮ ௡(ݐ)࢏ࣂ

௜ୀଵ
௜ஷ௝

+ ,ݐ)௝ߣ (߬)ܮ − ∑ ௡(ݐ)௜ܮ
௜ୀଵ
௜ஷ௝

,                   ((ݐ)࢏ࣂ

(13) 
with 

(߬)࢐ࡸ = …,(ݐ)ଵܮ] , ,(ݐ)௝ିଵܮ …,(ݐ)௝ାଵܮ ,  [(ݐ)௡ܮ
દ(ݐ)ܒ = …,(ݐ)૚ࣂൣ , ,(ݐ)࢐ି૚ࣂ …,(ݐ)࢐ା૚ࣂ . ,  .൧(ݐ)࢔ࣂ

Given the problem: 
max࢐ࡸ[଴,்]൛ൣܧ ௝ܴ(ܶ)൧ൟ                                                       (14) 

s.t. 
(߬)௜ܮ ∈ [0, ,[௜ெ஺௑ܮ ∀݅ ∈ [1, . . ݆ − 1, ݆ + 1, . . ݊],∀߬ ∈ [0, ܶ],  

 
considered that the processes describing loads and failure rate parameters have been supposed 

adapted to the filtration	{ℑ௧}	, according to the principle of optimality (14) may be written as: 
 

0 = min࢐ࡸ[଴,்] ቄܧ ቂ߯ ቀ߬, ,(߬)ܮ ቁቃ(߬)ܒદ,(߬)࢐ࡸ − ܧ ቂ߯ ቀ߬, ,(߬)ܮ ቁቃ(߬)ܒદ,(߬)࢐ࡸ ∙ (ݐ)ܬ +       ቅ(ݐ̇)ܬ
(15) 

with 

(ݐ)ܬ = min
(ఛ)࢐ࡸ
௧ஸఛஸ்

ቊܧ ቈන ߯ ቀ߬, ,(߬)ܮ ቁ(߬)ܒદ,(߬)࢐ࡸ ݌ݔ݁ ቈ−න ߯ ቀݏ, ,(ݏ)ܮ ݏቁ݀(ݏ)ܒદ,(ݏ)࢐ࡸ
ఛ

௧
቉ ݀߬

்

௧
቉ቋ 

(ܶ)ܬ = 0 
(0)ܬ = 1 − max࢐ࡸ[଴,்]൛ൣܧ ௝ܴ(ܶ)൧ൟ. 

 
The equation (15) implies that the optimal loading policy ࢐ࡸ∗(߬) satisfies: 
 

min࢐ࡸ(ఛ) ቄܧ ቂ߯ ቀ߬, ,(߬)ܮ  ቁቃቅ                                           (16)(߬)ܒદ,(߬)࢐ࡸ
s.t. 

(߬)௜ܮ ∈ [0, ,[௜ெ஺௑ܮ ∀݅ ∈ [1, . . ݆ − 1, ݆ + 1, . . ݊], ∀߬ ∈ [0, ܶ]. 
 

So taking into account the Taylor expansion of (16) around the expected value of 
,(߬)ܮൣ દܒ(߬)൧, and adopting a multi-index notation, Marti (2008),: 

 

min࢐ࡸ(ఛ) ൝
߯൫߬, ,തതതതതത(߬)ܮ દ଎(߬)തതതതതതത൯,(߬)࢐ࡸ +

ଵ
ଶ
∑ ఈܦ ቀ߯൫߬, ,തതതതതത(߬)ܮ દ଎(߬)തതതതതതത൯ቁ|ఈ|ୀଶ,(߬)࢐ࡸ ∙ ൧(߬)ܒદ,(߬)ܮ൫ൣൣܧ − ൧൯(߬)ܒદ,(߬)ܮൣ

ఈ൧
ൡ           

(17) 
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where ൣܧ൫ൣܮ(߬),દܒ(߬)൧ − ൧൯(߬)ܒદ,(߬)ܮൣ
ఈ൧ are the covariances in multi-index notation; 

applying Lagrange multipliers method, the particularized equations for failure rate model (1) are: 

⎩
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎧߰௝(߬) + (߬)௜ߚ]݌ݔ݁ ∙ [(߬)௜ܮ ∙ (߬)௜ଶܮൣ ∙ (߬)௜ߴ + (߬)௜ܮ ∙ (߬)௜ߩ + ௜(߬)൧ߢ + ௜ߤ − ௜ߛ = 0

߰௝(߬) = (߬)௝ߚൣ݌ݔ݁ ∙ ௝(߬)൧ݖ ∙ (߬)௝ଶݖൣ ∙ (߬)௝ߥ + (߬)௝ݖ ∙ (߬)௝ߦ + ௝(߬)൧ߞ
(߬)௝ݖ = തതതതതത(߬)ܮ − ∑ ௞(߬)௡ܮ

௞ୀଵ
௞ஷ௝

(߬)௝ߥ = −
ఉೕ(ఛ)∙ఙഁ೔ഁೕ(ఛ)∙ఒ೚ണ

തതതതത(ఛ)

ଶ
0

(߬)௝ߦ = (߬)ఉೕఉೕߪ− ∙ (߬)௢ఫതതതതߣ − (߬)ఉ೔ఉೕߪ4 ∙ ఫഥߚ (߬)

(߬)௝ߞ = (߬)௢ఫതതതതߣ− ∙ ఫഥߚ (߬) ∙ ቂ
ଵ
ଶ
ఫഥߚ(߬)௅௅ߪ (߬)ଶ + (߬)௅ఉೕߪ2 ∙ ൫1 + ఫഥߚ (߬)ଶ൯ + 1ቃ +

ఫഥߚ2− (߬)ଶ ∙ (߬)௅ఒ೚ೕߪ − (߬)ఒ೚ೕఉೕߪ4

(߬)௜ߴ =
ఉഢതതത(ఛ)∙ఒ೚ണതതതതത(ఛ)∙ఙഁ೔ഁೕ(ఛ)

ଶ

(߬)௜ߩ = (߬)ఉ೔ఉ೔ߪ(߬)௢పതതതതߣ + (߬)ఒ೚೔ఉ೔ߪ(߬)పഥߚ2
(߬)௜ߢ = (߬)పഥߚ(߬)௢పതതതതߣ + (߬)ఒ೚೔ఉ೔ߪ2

௜ߤ ∙ (߬)௜ܮ) − (௜ெ஺௑ܮ = 0
௜ߛ ∙ (߬)௜ܮ = 0
௜ߤ ≥ ௜ߛ	0 ≥ 0

									           

(18) 
∀݅ ∈ [1, . . ݆ − 1, ݆ + 1, . . ݊] 

.ݎ	ℎ݁ݐ	݊݁݁ݓݐܾ݁	݁ܿ݊ܽ݅ݎܽݒ݋ܿ	ℎ݁ݐ	ݏ݅	(߬)ௌ஽ߪ .ݒ  .ܦ	݀݊ܽ	ܵ
For model (2), for sake of simplicity of the analytical expression, are reported only the 

particularized equations with known and constant failure rate parameters and ݕ௝ > 2,∀݆: 
 

min࢐ࡸ(ఛ)

⎩
⎪
⎨

⎪
⎧

∑ ൤ߣ௖೔ ൬
௅೔(ఛ)
௅೎೔

൰
௬೔
൨௡

௜ୀଵ
௜ஷ௝

+
ఒ೎೔

௅೎೔
ഊ೎೔

⎣
⎢
⎢
⎢
⎡ ቆܮത(߬) − ∑ ௜(߬)௡ܮ

௜ୀଵ
௜ஷ௝

ቇ
௬ೕ

+

+ ଵ
ଶ
௝ݕ௝൫ݕ − 1൯ ቆܮത(߬) − ∑ ௜(߬)௡ܮ

௜ୀଵ
௜ஷ௝

ቇ
௬ೕିଶ

⎦(߬)ଶ௅ߪ
⎥
⎥
⎥
⎤

⎭
⎪
⎬

⎪
⎫

                

(19) 
s.t. 

 
(߬)௝ܮ ∈ ൣ0,  ௝ெ஺௑൧ܮ

 
 ௖೔ are the parameters for the i-th generatorܮ ௖೔andߣ

 
 .(߬)ܮ ଶ௅(߬) is variance ofߪ

 
The analysis performed allows, also, identifying the i-th optimal slack generator which 

optimizes expected reliability, determined by: 
 

݅: [(ܶ)௜ܴ]ܧ = max௝ୀଵ,..,௡ ቂൣܧ ௝ܴ(ܶ)൧ቃ                                       (20) 
 

Applying an analogous procedure used for the solution of problem (14) it is possible to show 
that: 
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ൣܧ  maximize (߬)∗࢐ࡸ ௝ܴ(ܶ)൧	∀ܶ  ⇔  ௝൧                            (21)ܨܶܶܯൣܧ maximize (߬)∗࢐ࡸ
 
5.1 Maximum expected MTTF for Stochastic-Load with periodicity 
Following the procedure applied in the deterministic case, and similarly, supposing that ߣ௜ is 

not explicitly time dependent, and the processes describing load and failure rate parameters are 
supposed periodic with fixed period ℎ = Δܶ, the maximum expected MTTF* is given by the 
following recurrent equation: 

 

∗௝ܨܶܶܯ = max࢐ࡸ[଴,୼்] ൝ܧ ൥
∫ ܴ(߬, ,0]࢐ࡸ Δܶ], ߬݀(߬)ܮ
୼்
଴ +

+ܴ(Δܶ, ,[Δܶ,0]࢐ࡸ ,0]ܮ Δܶ]) ∙ ∗௝ܨܶܶܯ
൩ൡ .                          (22) 

 
Banach fixed point theorem guarantees the existence and uniqueness of a fixed point ܨܶܶܯ௝∗ 

given by: 

∗௝ܨܶܶܯ =
ாቂ∫ ோ(ఛ,࢐ࡸ∗[଴,୼்],௅(ఛ)ௗఛ

౴೅
బ ቃ

ଵିாൣோ(୼்,࢐ࡸ∗[଴,୼்],௅[଴,୼்])൧
                                                 (23) 

 
Even in this case the analysis performed allows identifying the i-th optimal slack generator 

which optimizes the expected MTTF. It coincides with that one given by (20).   
                                 

6 CONCLUSION 
 
Reliability-based control applied to power systems may be effective for identifying the most 

economical policies that can be used to fulfill the expected mission and minimize life cycle costs. In 
this field adequate methodological and technological development may have very high potential 
value for future applications in electrical power systems. Recent development of the monitoring 
technologies, particularly sensing techniques, non-invasive communication systems and 
implementation framework, and their expected pervasive diffusion in future power systems for 
collecting field data may constitute a valid technological support for the actuation of novel 
reliability-based control techniques. 

The theoretical discussion of this paper focuses on a study of a reliability-based optimal 
dispatching policy of a heterogeneous park of programmable generating units whose failure model 
takes into account the dependency from the instantaneous loading condition. In deterministic 
analysis rigorous analytical expressions of the dispatching policy has been obtained for a generic set 
of heterogeneous components within simplification assumptions. Some general results have also 
been obtained in presence of stochastic loads and failure rate’s parameters.  
 
REFERENCES 
 
Aalen O.O. 1989. A linear regression model for analysis of life times. Statistics in Medicine, vol. 8: 

907–25. 
Baker P.C., Catterson V.M., McArthur S.D.J. 2009. Integrating an Agent-Based Wireless Sensor 

Network within an Existing Multi-Agent Condition Monitoring System. Proc. 15th International 
Conference on Intelligent System Applications to Power Systems, ISAP'09, Curitiba, Brazil, 
November 8 - 12.  

Billington R., Allan R.N. 1984. Reliability evaluation of power systems. New York: Plenum Press. 
Bose A. 2010. New Smart Grid Applications for Power System Operations. Proceedings of The 

2010 IEEE PES General Meeting. Minneapolis, Minnesota, USA, July 25-29. 
Carderockdiv. 1994. Handbook of reliability prediction procedures for mechanical equipment. 

Naval Surface Warfare Center Report, Bethesda, Maryland. 



Velotto G. – OPTIMAL DISPATCHING OF GENERATORS WITH LOAD DEPENDENT FAILURE RATES 

 
RT&A # 02 (21)  

(Vol.2) 2011, June 
 

 

40 

Cox D.R. 1972. Regression models and life tables. Journal of the Royal Statistical Society, vol. B, 
no. 34:187–220. 

Cox D.R., Oakes D. 1984. Analysis of Survival Data. Chapman & Hall.  
Kalbfleisch J. D., Prentice R.L. 2002. The Statistical Analysis of Failure Time Data, New York: 

Wiley. 
Lu B., Wu L., Habetler T.G., Harley R.G., Gutierrez J.A. 2005. On the application of wireless 

sensor networks in condition monitoring and energy usage evaluation for electric machines. 
Proc. 31st Annual Conference of, IEEE Industrial Electronics Society, IECON 2005, Raleigh, 
North Carolina, USA, November 6-10.  

Madani V., King R.L. 2008. Strategies to meet grid challenges for safety and reliability. 
International Journal of Reliability and Safety, vol. 2, no. 1-2/2008: 146-165. 

Marti K. 2008. Stochastic Optimization Methods, New York: Springer-Verlag. 
Pan J., Wang J. Z., Lubkeman D. 2009. Condition based failure rate modeling for electric network 

components. Proc. Power Systems Conference and Exposition, PSCE '09. IEEE/PES, USA, 15-
18 March. 

Peña E., Hollander M. 2004. Models for recurrent events in reliability and survival analysis. In 
Soyer R., Mazzuchi T.  and Singpurwalla N. (eds.) Mathematical Reliability: An Expository 
Perspective. Boston, MA: Kluwer, ch. 6: 105-123. 

Pham H. 2009. Continuous-time Stochastic Control and Optimization with Financial Applications. 
Berlin: Springer Verlag.  

Proceedings of The 2010 International Conference on Condition Monitoring and Diagnosis, CMD 
´10, Toyosu, Tokyo, Japan, 6–11 Sept.  

Proceedings of The 2010 International Conference on Prognostics and System Health Management, 
PHM '10, Macao, China, 12-14 Jan. 

Singpurwalla N. D. 1995. Survival in Dynamic Environments. Statistical Science, vol.10, no. 1: 86-
103. 

Singpurwalla N. D. 2006. Reliability and risk: a Bayesian perspective. Wiley. 
Sun Y., Wang P., Cheng L., Liu H. 2010. Operational reliability assessment of power systems 

considering condition-dependent failure rate. Generation, Transmission & Distribution, IET , 
vol.4, no.1: 60-72. 

Wang Z., Xie L. 2008. Dynamic Reliability Model of Components under Random Load. IEEE 
Transactions on Reliability, vol.57, no.3: 474-479. 



Digo G., Digo N.  – APPROXIMATION OF DOMAINS OF SERVICEABILITY AND ATTAINABILITY OF CONTROL SYSTEM ON THE BASIS OF THE 
INDUCTIVE APPROACH 

 
RT&A # 02 (21)  

(Vol.2) 2011, June 
 

 

41 

APPROXIMATION OF DOMAINS OF SERVICEABILITY AND ATTAINABILITY OF 
CONTROL SYSTEM ON THE BASIS OF THE INDUCTIVE APPROACH 

 
G. B. Digo, N. B. Digo 

 
Institute for Automation and Control processes,  

Far Eastern Division of Russian Academy of Sciences, Russia 
bernatsk@iacp.dvo.ru , digo@iacp.dvo.ru 

 
 

ABSTRACT 
 

One of fundamental problems of the dynamic systems control theory is the 
problem of a finding or estimation of attainability sets. Their practical construction, 
especially in nonlinear systems of the high dimensionality, usually turns out hugely 
the complex problem demanding considerable computing resources. In this 
connection possibility of use of adaptive partition by means of a uniform grid as one 
of effective methods of approximation of such sets is analyzed. The choice of 
received net descriptions for specification of their unknown borders in the conditions 
of uncertainty on the basis of the inductive approach is substantiated, using available 
aprioristic and current information.  

 
 
1 INTRODUCTION 
 

Problems of a choice of optimum control and reduction of space of its search arise at the 
decision of problems of designing, modeling of real processes or the facts, the analysis of the data 
in various areas of a science and technique. Choice of control by dynamic objects, in particular, 
optimum parametrical synthesis is connected from the computing viewpoint with very big costs. It 
demands effective numerical methods for the decision in the conditions of the high dimensionality 
and uncertainty. Use of domains of serviceability and attainability which in actual practice usually 
have no analytical description allows decreasing computing labour input. The various numerical 
methods reducing space of search and time of calculations are applied to their approximation 
depending on the available aprioristic information (See Chernousko 1988, Abramov 1992, Katueva 
& Nazarov 2005). 

Nowadays a number of methods for approximation of attainability domains of the various 
kinds of controllable dynamical systems are known. One of them offered by Chernousko (1988) is 
based on use of ellipsoidal approximations and is applicable basically for nonlinear dynamic 
systems. This method does not demand excessively big computational cost, however it does not 
allow receiving result with beforehand pre-set accuracy of calculations. Approaches of Gusejnov et 
al. (1998) allow approximating barely boundaries of attainability domains and only in case of their 
convexity. The method offered by Yevseyev & Usachov’s (2001) is similar to them. It uses the task 
of a set of evenly distributed nodal points belonging to approximable attainability domain in phase 
space. On these points the approximating set formed by association of spheres with the centers in 
nodal points and certain identical radius on which accuracy of the received approach is calculated is 
under construction. Accuracy of the received approach is defined by radius of these spheres. 

The serviceability domains used in parametrical synthesis can be constructed, on the basis of 
mathematical model of investigated system, system of geometrical restrictions for the output values 
and internal parameters. In some instances the system of linear inequalities which generally 
speaking are nonlinear is applied for their description, and presence of the aprioristic information on 
convexity allows applying methods of convex optimization. In many situations there is effective 
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approximation methods by some geometrical figures (inscribed or described hyperparallelepiped 
with the facets parallel to co-ordinate planes (Abramov et al. 2004, convex polyhedrons and 
ellipsoids (Digo G. & Digo N. 2006, 2008)). Besides, at performance of certain requirements as 
respects objective function, conditions of serviceability and restrictions on internal parameters, 
methods of non-uniform coverings, such as coverings by the n-dimensional parallelepipeds (cubes) 
inscribed in spheres (Zhigljavsky & Zhilinskas 1991), and the coverings n-dimensional 
parallelepipeds received by adaptive diagonal partition (Jones et al. 1993, Sergeev & Kvasov 2006, 
2008) can be used.  

In the presence of geometrical restrictions the approach based on adaptive partition of a 
feasible parallelepiped on a vector of internal parameters or on a state vector of investigated system 
is of interest for approximation of serviceability domains and attainability domains. In the 
conditions of uncertainty it allows to trace unknown borders of domains with bigger accuracy. 

In the paper on the basis of the inductive approach (Ivakhnenko & Madala 1994) ways of 
carrying out of adaptive partition and a choice of points in derivable cells for an estimation of their 
quality are investigated.  
 
2 THE BASIC CONCEPTS, DEFINITIONS AND EXPLANATORIES 
 

Set of the problems connected with definition of requirements to parameters of object, 
nominal values of parameters and their permissible variations concerns problems of parametrical 
synthesis. Optimum parametrical synthesis (parametrical optimization) allows finding values of 
parameters of elements which are the best from the point of view of satisfaction to technical project 
requirements for invariable structure of projected object. Taking into account random parametrical 
perturbations it consists in choice nominal values ),...,( 1 номnномном xxx   of internal parameters of 
investigated system or device, providing a maximum of probability of its non-failure operation 
during the set time interval:  

]},0[,),({maxarg TtDtxPx номном  xX ,       (1) 
where ),( txномX  - random process of change of parameters; xD  - serviceability domain; T - the set 
of system working or the device.  

Let us give the serviceability conditions () on output parameters ),...,( 1 myyy   
mjbya jjj ,...,1,)(  x ,          (2) 

and  
),...,( 1 njj xxFy  ,           (3) 

)(jF  is known operator which depends on topology of investigated device. Dependence (3) is 
usually set not in obvious, and in the algorithmic form, in particular, through numerical decisions of 
systems of the equations (differential or algebraic), describing functioning of investigated system 
(Abramov 1992, Abramov at el. 2004, Katueva & Nazarov 2005).  

Let, besides, direct restrictions  
nixxxx iii i ,1,0,maxmin  ,         (4) 

on the internal (controlled) parameters generating feasible domain in orthogonal system of co-
ordinates and having the form of an n-dimensional feasible parallelepiped dB :  

},...,1,|{ maxmin nixxxRB iii
n

d  x        (5) 
are known. These restrictions give expression of a physical or technological realizability conditions.  

The set of points dBx  in which all given conditions of serviceability (2) are satisfied, is 
called serviceability domain xD  in space of controlled parameters ),...,( 1 nxxx , i.e. 
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},...,1,)({ mjbyaDD jjj  xxx .        (6) 
This domain, as a rule, is unknown and there is no information on its form and orientation in space 
of internal parameters.  

In specified conditions the problem of construction of serviceability domain in a general view 
has no analytical decision, and the various numerical methods, reducing space of search and 
reducing labour input of calculations by them multisequencing, are applied to its approximation 
(Abramov et al. 2004).  

Let us suppose that changing of a state of some controllable dynamic system which is subject 
to action of uncertain factors is described by the equation 

mn RRtft  uzuzz ,),,,()( ,         (7) 
on span of time ],[ 0 Tt , 0t  - the initial moment of time. In formula (7) ),...,( 1 nzzz  - n-
dimensional vector of a system state with terminal restrictions  

nizzzz iii i ,1,0,maxmin  ,         (8) 
generating feasible domain in orthogonal system of co-ordinates the feasible domain D:  

},1,0,{ maxmin nizzzzRD iii
n

i  z ,       (9) 

),...,( 1 muuu  - m-dimensional vector of control (or uncontrollable disturbances).  
Let, besides, geometrical restrictions on a kind vector are given as 

),( zu tU .          (10) 
As the attainability domain zD  of system (7) for the given restrictions (8), (10) and 0tt   is 

called (See Kostousova 1998, Bobyleva 2002) set of points Dz , for each of which exist an initial 
condition D0z  and the control )(u  satisfying (10) which generate decision )(z  for system (7) 
such that zz )(t , i.e.  

]},[),,({ 0 TtttUDD  zuzz .                (11) 
Approximation of attainability domains of nonlinear dynamic systems at restrictions (10) is 

connected with the same computing difficulties, as well as at numerical construction of 
serviceability domains.  

From the analysis of definitions and concepts which are described above follows that there is 
an interrelation between problems of a finding of sets of admissible variations of parameters and 
sets of attainability of controllable systems. Restrictions (4) and (8) generate accordingly n-
dimensional the feasible parallelepiped dB  from (5) and n-dimensional the attainability 
parallelepiped D from (9) in orthogonal system of co-ordinates. Each of them contains the required 
domain (the serviceability domain dBD x  and the attainability domain DD z ), therefore for 
approximation of these domains can be used one and the same algorithm. In this connection further 
we will operate only with a parallelepiped dB  and domain xD .  
 
3 THE FORMULATION OF A PROBLEM AND ITS ANALYSIS  
 

Let's assume that n-dimensional parallelepiped dB  is given by expression (5) and contains 
domain xD  from the formula (6), but this parallelepiped is not described for this domain xD . The 
problem is stated to describe dB  on the basis of algorithm of adaptive partition (Jones et al. 1993, 
Sergeev & Kvass 2006) for application at approximation of domain xD  for the purpose of reduction 
of space of search and time of calculations.  

It is obvious that the parallelepiped oB  having sides, parallel to corresponding sides dB  and 
touching on borders of domain xD , will be described around xD . Its construction as the first step at 
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an approximation stage, allows few to reduce search space. One of possible algorithms of 
construction oB  and the matrix description xD  are resulted in Katueva & Nazarov (2005), Digo G. 
& Digo N. (2008). According to it such matrix description of domain xD  turns out imposing of an 
n-dimensional uniform grid on the described parallelepiped oB  by means of quantization of domain 
of values of each i-th parameter. As a result described parallelepiped oB  is represented in the form 
of set of non-crossing parallelepipeds (cells) 

  
1

1

2

2
,21

1 1 1
...,o ...

l

k

l

k

l

k
kkk

n

n
n

BB
  

 ,                 (12) 

where li - quantity of partition on a co-ordinate axis of i-th parameter. The information on the 
description oB  (the information on each cell of representation (12)) for the subsequent use is 
written down in an array ][KA  in the form of co-ordinates of its borders and quantity of partitions li 
on each i-th co-ordinate axis. It allows calculating co-ordinates of each cell 

nkkkB ..., ,21
 from (12). 

Other approach to use of the uniform grid, connected with partition of domain dB  into n-
dimensional parallelepipeds on the basis of adaptive partition (See Jones et al. 1993) is of interest. 
According to it dB  divides on n-dimensional parallelepipeds, and in each of them some point is 
selected. Two moments thus are important: it is necessary to define that a way to produce splitting 
and on what points to estimate quality received n-dimensional parallelepipeds.  

For application of the description of the parallelepiped dB  received by means of this 
approach, at area approximation xD  compact and accessible storage of the information on its 
demanded characteristics should be provided. Borders co-ordinates and partitions quantity on each 
co-ordinate axis which provide calculation of co-ordinates of borders of each cell, co-ordinates of 
points in cells as quality indicators of these cells (the cell is considered good if the point chosen in it 
belongs xD , and bad otherwise) concern such characteristics.  
 
4 ADAPTIVE PARTITION OF FEASIBLE PARALLELEPIPED  
 

To approximate attainability domain xD  adaptive partition (Jones et al. 1993, Sergeev & 
Kvasov 2006, 2008) of feasible domain dB  on n-dimensional parallelepipeds (cells) is made by 
means of a uniform mesh. In each cell the central point gets out. For acceleration of process of 
calculations new parallelepipeds are formed by division already available on 3 parts on various 
measurements. It allows spending calculations only in the central points of the left and right thirds, 
considering earlier received results. For simplification of computing process it is supposed that 
everyone a component ix  of vector x  in a feasible parallelepiped dB  from (4) has the bottom 
border 0 and the top border 1, i.e. dB  always is a n-dimensional init cube (it without generality loss 
always can achieve by means of linear transformation of technological restrictions (3)). Then 
partition begins with a unique n-dimensional parallelepiped, the init n-dimensional cube, which 
each side has the length equal 1. 

During approximation of domain xD  such characteristics of a feasible parallelepiped dB  as 
coordinates of its borders and quantity il  of partition on each i-th co-ordinate axis, which provide 
calculation of borders coordinates of each cell, coordinates of the centers of cells as indicators of 
these cells quality (the cell is considered good if its centre belongs domain xD , and bad otherwise) 
are required. With their help mesh representation dB  is formed. The information about this 
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representation is stored in a file ][KA  of the length 



n

i
ilK

1
. Its elements accept values 0 (a cell 

bad) or 1 (a cell good). Such way of storage is compact and easily accessible.  
Since new parallelepipeds are formed by dividing existing ones into thirds on various 

dimensions, the only possible lengths for their sides are k3 , ( ,...2,1,0k ). Each received 
parallelepiped always is divided on the largest side. No its side of length )1(3  k  can be divided until 
all of those of length k3 have been divided. After carrying out r divisions in a parallelepiped dB  it 

will be received the ),(mod nrj   sides of length )1(3  k  and )( jn   the sides of length k3  where
njrk /)(  , and, hence, the distance from the center of a parallelepiped to the vertexes is given 

by the formula 2/]3)(3[ 5.02)1(2 kk jnjd   . The described process of adaptive partition is 
ended, when for the given accura 0  inequality  )1(3 k  is executed.  

As a result of adaptive partition the feasible parallelepiped dB  becomes covered by the n-
dimensional uniform mesh that each cell has the own characteristic in terms of «good-bad» 
concerning a corresponding central point. The received mesh representation has matrix analogue in 
the form of the n-dimensional array ],...,,[ 21 nlllC  which dimension coincides with dimension of a 
vector of internal parameters or a state vector x of investigated system.  
 
5 POSSIBILITIES OF REDUCTION OF SPACE OF SEARCH 
 

The information on a parallelepiped dB  which is contained in a file ],...,,[ 21 nlllC , allows 
reducing search space at the domain description xD . One of ways of such reduction is transition 
from the feasible parallelepiped dB  to a parallelepiped oB  described around domain xD  on the 
basis of the analysis of the information from a file ][KA  about quality of cells, received in the 
course of partition. For this purpose value of co-ordinate nx  is established equal 0 ( 0nx ).Check 
is carried out, whether there are among cells of this layer good cells (the corresponding element of a 
file ][KA  is equal 1). If yes, transition to a layer of cells in which equality is carried out 1nx , is 
made. Otherwise this layer is excluded from the further consideration, and transition to the analysis 
of a following layer is carried out. Process goes on until there will be at least one good cell in a 
checked layer.  

The similar analysis is made and for the others (n-1) variables. As a result is, within a preset 
value  , there is the n-dimensional parallelepiped oB  described around domain xD :  

},...,1,10|{o nidxcRB iii
n  x .       (13) 

As well as and dB , the parallelepiped oB  has its matrix representation ],...,,[ 21 nlllC


 and a 

corresponding array of quality cells ][KA


 of length 



n

i
ilK

1


. This information provides more 

exact description xD  which, in turn, can be approximated geometrical figures (See Chernousko 
1988, Abramov 1992, Digo G. and N. 2008).  
 
6 CONCLUSION 
 

The method of adaptive partition of a feasible parallelepiped is applied to serviceability 
domains or attainability domain on components of a vector of internal parameters or on a state 
vector of investigated system. He allows describing these domains a set of cells with the sizes of 
cells of pre-set accuracy, received on the basis of idea of a uniform net covering.  
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The chosen using strategy of the central points for the characteristic of the received cells leads 
to mesh representation of approximable domains in terms of «good-bad» concerning corresponding 
central points and provides preservation of coordinates of already received centers. 

The found mesh representation of a feasible parallelepiped is compactly, and its storage in the 
form of an n-dimensional array is accessible to the subsequent use.  
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Importance of a problem. Reliability of electro power systems (EPS) in many respects 
depends on reliability of the capital equipment and devices (objects EPS). Modern objects 
EPS concern to a category of complex objects (CO). CO - multivariate, in other words, 
characterized greater number of attributes and their versions. As first approximation, these 
attributes presented by two groups. The first group of attributes characterizes a design CO 
and the second presented in characteristics sheet, and the second group -conditions of 
operation CO. 

 
 

If necessary estimations of a technical condition CO (for example, at an estimation of 
expediency of a conclusion CO on major overhaul), data on a technical condition of it CO, as a rule, 
it appears insufficient. Insufficient there are not only data on emergency and scheduled switching-
off, but also data on size of deterioration and speed of its change. For this reason normative 
materials attraction of retrospective data about reliability same CO [1] recommended. At this 
classification influence, the second group of attributes that increases risk of the erroneous decision 
is not considered.  

Classification CO represents not only important, but also a difficult problem. Its difficulty 
caused by necessity of research of homogeneous (unpresentable) sample CO from a final data set 
(FDS).  

According to GOST 15895-77 «Statistical methods of product quality control» 
representative sample is sample (test), which sufficiently reflects properties of the given set (in our 
case FDS) as a whole. But what such "sufficiently"?  

Let's enter some definitions of terms: 
- under unpresentable we shall understand sample on a number of versions of attributes (VA), 
statistical function of distribution (s.f.d.) which not casually differs from s.f.d. FDS [2]. 
- under FDS we shall understand the retrospective information presented in the form of the 
empirical table (ET).  
- under ET we shall understand the table which lines contain the information on conditions (results 
of test) CO, and columns - versions of each of examined attributes [3].  

In the illustrative purposes as CO examine power transformers and autotransformers 
(further: transformers (TR)). On table 1 are resulted passport data TR, and in table 2 - conditions of 
operation TR in AISTR [3]. These data examined as attributes TR.  

Tables 1 and 2 testify that alongside with quantitative estimations VA, there are also quality 
standards. For example, a factory manufacturer TR, system of cooling, a consequence of refusal, 
etc. Thus, attributes CO have various scales of measurement 
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Table 1 

 
 

Table 2 

 
 

Formally, at classification of retrospective data on set VA, the information on technical 
condition TR sharply decreases, and in a greater part of cases does not allow have not only 
quantitative, but also quality standard of parameters of reliability TR. At the same time it is clear, 
what not all attributes TR are equally significant (from the point of view of reliability of work), and 
a functional divergence s.f.d. FDS and samples should be not less guaranteed value of its statistical 
component. 
Recommend method. Assume that: 
- nameplate data and data on conditions of operation of all TR power supply systems, and on 
dispatching magazines and certificates of failures data on scheduled and emergency switching-off 
TR are received. On these data two are made ET, first of which (ET1) the second includes data on 
design features and conditions of operation TR, and (ET2) - data on switching-off TR and 
minimally necessary data for an input in ET1; 
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- is known deduced on major overhaul TR for which it is necessary to find homogeneous sample of 
the same objects. 

Let's designate number examined TR through ТРМ , number of attributes- прn , number VA 
i -th TR - ir  with i = 1, прn . 

Following calculations are spent: 
1.   For each of ТРМ  TR the interval of time during which the characteristic of emergency and 
scheduled switching-off TR known is determined. Designate this interval through i  with i = 1,

ТРМ . 
2.   In each of i  an interval, it is determined total duration of scheduled switching-off 
(switching-off on CR, operating repair, in a reserve, etc.). Designate this size as П

i  , ; 

3.   Determine size -= ∑ ∑
1= 1=

,

ТР ТРМ

i

М

i

П
ii     - total duration of work and idle time in emergency 

repair. 
4.   Determined total number of emergency switching-off TR. Considering, that emergency 
switching-off happen automatic, manually and under the emergency application, and consequences 
of switching-off TR under the emergency application, as a rule, it is essential less consequences of 
first two kinds of switching-off, expedient to spend separate classification of switching-off. 
Designate number of examined emergency switching-off (for example, under the emergency 
application) through авn ; 
5.   Calculate an estimation of specific number of emergency switching-off TR:   /=* ав

ТР n . 
In a basis of estimation, *

ТР  there is assumption of constant probability occurrence 
emergency switching-off during an individual interval of time (year). Operating experience shows, 
that non-failure operation TR depends both on their design, and from conditions of operation. 
Therefore, the average value of size *

ТР  has no practical sense. Concrete TR can have in park TR 
analogues, in the form of same TR. However, this sample is non-uniform, since TR can differ with 
conditions of operation (for example, service life). Therefore, recommendation [1] about 
expediency of the account of data on a technical condition of the same objects demands the 
specification. If to agree with the above-stated, it is possible to make following next steps: 
6. For everyone VA set TR the specific number of emergency switching-off *

, jТР  with j =1, прn  is 
calculated. The purpose of these calculations is the finding ( )*

,
*

,
*

3,
*

2,
*

1,
*

, ;;;;;=
прnТРjТРТРТРТРxmaТР xma  ; 

7. Estimations *
ТР  are compared and *

, xmaТР . Comparison spent in view of casual character of these 
estimations, and in view of not only errors of the first, but also the second sort. The methodology of 
this comparison is based on the theory of statistical modeling and the theory of check statistical 
hypotheses and stated by us in [5]. If it appears, that the hypothesis about a casual divergence *

ТР  
and *

, xmaТР  is more preferable (less sum errors of the first and second sort), than an alternative 

hypothesis, having in view of, that a casual divergence *
ТР  and *

, xmaТР  simultaneously means a 

casual divergence *
ТР  and *

, jТР  with j =1, прn  within the limits of had statistical data about 
emergency switching-off TR any of VA insignificant and all TR is represented with a file of 
homogeneous same objects, specific which number of refusals equally *

 . Though at classification 
of retrospective data only to one attribute it is improbable, the statement at a casual divergence *

ТР  
and *

, xmaТР  remain constant for any number VA. Moreover, process of search of homogeneous 
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sample same TR stops, and management is (if necessary) transferred to a press of their list. 
8. If the hypothesis about not casual distinction *

ТР  and *
, xmaТР , sample TR for which the specific 

quantity of emergency switching-off equally *
, xmaТР  is accepted for FDS and on these statistical data 

is more preferable: 
9. Estimations *

, jТР  are calculated with ( )1-,1= прnj ; 
10. Determined { }( )1

*
,

*
, =

прnjТРxmaТР xma  ; 

11. Estimations *
ТР  and *

, xmaТР  (see item 7) are compared; 
12. See item 8. Recurrence of cycles of classification of data and checks of hypotheses is carried out 
up to an opportunity of the proved acceptance of a hypothesis about a casual divergence of 
estimations *

ТР  and *
, xmaТР . The integrated block diagram of algorithm of formation of 

homogeneous sample same TR is resulted on fig.1. 
 
 

 
 

Fig.1. Integrated block diagram of algorithm of formation  
of homogeneous sample of the same objects 

 
 
CONCLUSION 
 
1.  Control of a technical condition concrete TR retrospective data about reliability same TR not 

always can far appear useful. It concerns, first, to TR with the service life exceeding normative 
value, working unlike controllable TR in conditions with the intensive storm activity, through 
currents of short circuit exposed to frequent dynamic influence, etc. 

2.  Method and algorithm of formation of homogeneous sample same TR is developed. 
3.  Practical realization of algorithm and the program of formation of homogeneous sample same 

TR allows to specify list TR, the information on which technical condition promotes 
recognition of a technical condition controllable TR and by that to raise objectivity of 
recommendations on increase of reliability TR. 
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ABSTRACT  
 

A mathematical models of the following electromechanical converters, used in wind 
power, are presented: the asynchronous generator with a fed through a frequency converter 
stator, the generator, which is double fed asynchronous machine with rotor winding, fed 
through a frequency converter, and a synchronous generator with permanent magnets, with 
stator, fed through the frequency converter. For all converters the optimal control laws of 
amplitude and frequency of voltage on generator's terminals are obtained for all operating 
modes of wind power plants.  

 
1. INTRODUCTION 
 

In recent years, the wind-power engineering is developing rapidly. Today the wind power 
plants of up to 5 MW unit capacity are operating simultaneously with electric power network. By 
2010 the total wind power plants capacity in the world constituted 160 GW. 

The low-speed synchronous generators, squirrel-cage asynchronous machines, double fed 
asynchronous machine are used as the electromechanical converters in the wind power plants 
(WPP).  

To raise the WPPs’ operating efficiency in a specific range of wind speed variation, it needs 
also to control accordingly a rotational frequency of wind motor (WM) with jointed generator 
[1,2,3]. With such control a wind power utilization factor reaches its maximum values for 
corresponding wind speeds, and so the electric power production increases.  

The expressions of wind motor's power and torque are accordingly written as [1]: 

                                                              pCρπRР  32 V
2
1

WM
     (1) 

                                                             μρπRM  23 V
2
1

WM
      (2) 

where ρ – air mass density, R – radius of wind wheel, V – wind speed; Ср – wind power utilization 
factor, μ– relative wind motor's driving torque. 

A connection between wind power utilization factor Cр and relative driving torque μ is carried 
out through the relation: 
                                                                   ZC p         (3) 

where 
V

WM
Rω

Z   – number of modules or specific speed, WM
ω  – wind motor's angular frequency 

of revolution. 
If to determine   from the expression (3) and substitute in the expression (2) with taking into 

account the dependence of specific speed from WM
  and V, we will obtain:  
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WM

WM
WM ω

Р
М        (4) 

When wind motor rotational frequency control in proportion to wind speed the number of 
modules Z must theoretically remain constant, i.e. 

Z=Zоpt= const
Rω




V
WM       (5) 

On the aerodynamic characteristic of WM accordingly Zоpt, Cp   and   should remain 
constant, but that can not be exactly achieved in a real wind power plants. For example, in a WPP of 
Gamesa G–52 type of 850 kW capacity, where double fed asynchronous machine is used as 
electromechanical converter, a WM rotational frequency varies from 30,8 rpm (0,513 rev/s) to 14,6 
rpm ( 0,24 rev/s), i.e. in the range of wind speed change from 10,45 m/s to 4,96 m/s (the depth 
change is 10,45/4,96=2,1) wind motor's rotational frequency is controlled from 0,513 1/s to 0,24 1/s 
(control depth is 2,1). In a mentioned range the wind power utilization factor Cp varies for 
considered wind motor from 3900,min pC  to 4520,max pC . However, if to operate an average 
factor value in the range of WM rotational frequency control 

n

Cn
pi

midp



 1C       (6) 

where piC – possible fixed values of the wind power utilization factor pC  in the control range, n – 
number of fixed values, then the error for power calculation does not exceed ±7–8%.  

Let's demonstrate Table 1 this on the example of the same WPP. The values of wind speeds, 
the corresponding them values of pC , power P and the calculated values of wind motor's rotational 
frequencies WM  in the range of rotational frequency control are presented in the Table 1 [4].  

 
Table 1.  Dependence of P, pC  and WM  on the wind speed V. 

 
V, 
m/s 10,45 9,97 9,44 9,00 8,53 7,97 7,48 7,00 6,51 6,03 5,5 4,96 

P, 
kW 587,9 535,9 479,2 421,2 362,0 277,4 232,0 186,5 149,3 117,4 86,59 61,6 

Сp, 
r.u. 0,398 0,418 0,441 0,446 0,452 0,423 0,429 0,42 0,418 0,415 0,402 0,39 

ωWM, 
1/s 0,513 0,489 0,463 0,442 0,419 0,391 0,367 0,343 0,319 0,296 0,27 0,243 

 
The calculated average value of wind power utilization factor is: 

4190,pmidC  
If to take now in the whole control range constCC midpp  , then for determining the powers 

corresponding to maximum values maxpC  (in presented example it is P1=362,05 kW at 
4520,max pC ) and minimum values minpC  (Р2=61,6 kW at minpC =0,39)  the error will constitute: 

%,
'

max 56
1

11 



P

PP
P and   %,

'

min 87
2

22 



P

PP
P , 

where 3381 'P  кW and '
2P  = 66,46 кW are the power values corresponding to wind speeds at 

maxpC  and minpC , but calculated for 4190, pmidp CC  by formula (1). 
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It is seen from the calculations, for the vast majority of WPPs an error, when the proposed 
approach, for power determination does not exceed a value of 7–8%. For example, for «Vestas V–
90» WPP of 2 MW capacity 4410,cppC  and an error is in the range of from 8% to –2%. 

Thus, in the range of rotational frequency control the expression of WM power can be written 
in the form: 

332
WM VV

2
1

 ppmid KCρπRР        (7) 

where midpp CRK  2

2
1
 – power proportionality constant, depending on the WM design 

parameters and the air mass density, but not depending on wind speed. 
Accordingly, the expression for WM torque takes the form: 

WM

3

WM
V

ω
KМ p         (8) 

When control the specific speed Z remains constant within the whole control range 
constZZ оpt   (for given WPP Zоpt=8,0), so we can write 

M
optоpt

M ω
Z

R
Z

Rω
W

WV 


        (9) 

Substituting the expression (9) into (8) we obtain: 
2
W

2
W3

3

W MмM
opt

pM
ωKω

Z
RKМ                 (10) 

where 
3

3

оpt

P
м Z

RK
K


  – torque coefficient of proportionality. 

Thus, the wind motor torque, when rotational frequency control in proportion to wind speed, 
can be considered with defined above error as depending on a square of rotational frequency. 
In modern WPPs for smooth rotational frequency control of wind motor is usually used the 
frequency converters, operating jointly with electromechanical converter. If as electromechanical 
converters the super-low-speed synchronous generators with «Ringgenerator» permanent magnets 
(plants of «Enercon», «Vensys» firms), or squirrel-cage asynchronous generators (plants of 
«Siemens Wind Power» firm) are used, the frequency converters, made with fully controlled 
semiconductor elements (IGBT – transistors, or a fully controlled GTO – thyristors) with PWM – 
control are installed in the stator circuits of these machines. If as the electromechanical converters 
the double fed asynchronous machines are used, these frequency converters are installed in the rotor 
circuits of these machines (WPPs of «Vestas», «Gamesa» «GE Wind Energy» firms, etc.).  

 
2. STUDY ON MATHEMATICAL MODELS OF OPERATION MODES OF WIND 

POWER PLANTS CONTAINING ASYNCHRONOUS GENERATORS 
 

Presentation of the mathematical model (model of state) and research on this model the 
different operating modes of WPPs, containing asynchronous generators, frequency–controlled by 
both through a stator and through a rotor, will allow to take into account the specific character of 
this system operation. 

The equations of the asynchronous machine in the cell – matrix form are presented in a view 
[5]: 




































rU
U

BB

AA s

r2r1

s2s1

r

s

r

s

ψ
ψ

pψ
pψ

                      (11) 

where the expressions for the submatrices are:  
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









sβ

sα
s pψ

pψ
pψ ; 










rβ

rα
r pψ

pψ
pψ ; 










sβ

sα
s ψ

ψ
ψ ; 










rβ

rα
r ψ

ψ
ψ ; 










sβ

sα

U
U

sU ; 









rβ

rα
r U

U
U . 

As for the submatrices 1sA , 2sA , 1rB , 2rB , they depend on the form of asynchronous 
machine equations. When writing the equation in fixed in space axes 0β,,  , they are equal: 






























































rrr

rrr
r

mr

mr
r

ms

ms
s

ss

ss
s

krω
ωkr

kr
kr

kr
kr

kr
kr

21

21

;
0

0

;
0

0
;

0
0

BB

AA
              (12) 

If the equations are written in the rotating with a rotor speed axes, (for convenience we denote 
these axes also by letters ,,  although in the literature they are marked as d, q), then the 
submatrices 1sA , 2rB  will look: 

;1 












ssr

rss'
s krω

ωkr
A         













rr

rr'
r kr

kr
0

0
2B               (13) 

In above-cited equations a system of choice of relative units, base values, denominations with 
taking into account that tddp  314 ,/  (time in radian) are  generally accepted ones, the 
factors mrs kkk ,,  are determined from the inverse matrix of machine parameters, i.e.: 

1

00
00

00
00

00
00

00
00 











































rm

rm

ms

ms

rm

rm

ms

ms

xx
xx

xx
xx

kk
kk

kk
kk

               (14) 

Following In expressions (12) – (14): mrsrs xxxrr ,,,,  – are accordingly active resistance and 
inductance of stators (s) and rotors (r) circuits, as well a mutual induction impedance (we take the 
saturated value of this parameter) r  – angular frequency of revolution of asynchronous generator's 
rotor. 

Thus, the expressions (10) – (14) with adding the equations of motion and torques constitute a 
mathematical model of WPP's asynchronous machine. 

 








rαsβrβsαm

rj

ψψψψkm

mmpωT

EM

WMEM                 (15) 

In expression (15) Tj – inertia constant of the system (wind motor and generator) in [radian], 
WMm  – wind motor torque, determined by the expression (10), it is, of course, reduced to generator's 

shaft and represented in the chosen system of relative units. In this case, naturally WM  is also 
reduced to generator's shaft with taking into account the transition factor of gear box and also a 
number of generator's poles pairs. 

If to study a frequency control mode of squirrel–cage asynchronous generator's stator, it is 
easier to use the equations of the asynchronous generator, written in the fixed in space axes. In this 
case it is necessary to operate with submatrices s1A , s2A , 1rB , 2rB . For squirrel–cage rotor 

0









rβ

rα
r U

U
U  and for frequency control 

 
  





















τkk
τkk

U
U

fsus

fsus

sβ

sα
s sin

cos
U , where usk  – the relative 

value of voltage amplitude as a fraction of the maximum one, bearing in mind that 1maxusk , fsk  
– is a relative frequency as a fraction of the nominal one, bearing in mind, that 1нfsk . 
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If to study the frequency control mode of the rotor (double fed asynchronous machine), it is 
advisable to write the machine's equation in the rotating with rotor speed axes.  Then it is necessary 
to operate submatrices '' B,A,B,A 2211 rsrs , and the submatrices of stator and rotor windings voltage 
will determine as: 






















θU
θU

U
U

s

s

sβ

sα
s cos

sin
U ; 

 
  


























τkk
τkk

U
U

frur

frur

rβ

rα
r cos

sin
U              (16), 

where   – is an angle between a vector of synchronously rotating stator voltage sU  and the rotor 
axis, determined by the relation rp  1 ; urk  – is a relative amplitude value of rotor winding 
voltage; frk  – is a relative frequency of rotor winding current. 

On these mathematical models the imitation of quasi-stationary mode of «Siemens Wind 
Power» wind power plants, equipped with squirrel-cage asynchronous generators and controlled by 
frequency converters, feeding the stator windings of these generators, has been carried out. 

 The study results in a range of wind motor's rotational frequency control, varied with wind 
speed change, are presented in Table 2.  

It should be noted, that in most part of modern WPPs (of «Gamesa», «Vestas», «Nordex», 
«GE Wind Energy» type) as electromechanical converters the double fed asynchronous machine 
(DFAM) is used, owing to its brilliant adjusting characteristics, which is confirmed by the results, 
calculated on a presented mathematical model. If there is a necessity to take into account at greater 
length a saturation, a current displacement in the slot, etc. in an asynchronous machine, it needs to 
refer to [6]. 

When studying a frequency control of the double fed asynchronous machine's rotor, a current 
frequency in the rotor winding must be equal to sff sr  , and when the sign of slip during the 
transition from traction mode to generator one changes, the signs of the amplitude and frequency of 
the supplying rotor voltage must change, which is taken into account in the parameters of Table 3.  

The values of DFAM operating parameters, when control with constant reactive power q 
output to power network, are shown in Table 3. In this case, the voltages amplitudes urk  varies 
somewhat with respect to frk . 

With synchronous value of rotational frequency 1r 0 frur kk , when frur kk   changes 
from 0 to 220, frur kk , the machine operates in generator mode, and rotational frequency r  
reaches its maximum value 221,r  (i.e. if the synchronous rotational speed was equal to 

1500rs  rpm, it became 1830maxr  rpm). 
The signs before 

EM
m  and 

EM
P  depend on the value and sign of WMm  and show, that the 

asynchronous machine all time is working in generator mode, although the sign of slip can vary 
from –0,22 to 0,22. The signs before the reactive power value show, that at +q machine consumes a 
reactive power from the network, and at –q returns it to network.  
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Table  2. The study results in a range of wind motor's rotational frequency control, varied with wind 
speed change 

 

        
Table 3. Studying a frequency control of the double fed asynchronous machine's rotor the transition 

from traction mode to generator one changes 
 

 
The dynamic characteristics of WPP's asynchronous generator, when starting by 

underfrequency relay, before running at rotational frequency control mode, is shown in Figure 1. In 
this case, the setters define the rates of rise of amplitude and frequency of supplied to stator voltage. 

 
№ 

V,  
m/s 

mEM , 
r.u. 

ωr , 
r.u. 

kus=kfs , 
r.u. 

РEM , 
r.u. 

q , 
r.u. 

β= ωr–kfs, 
r.u.  

1 7 –0,295 0,679 0,67 –0,201 0,325 0,009 
2 8,75 –0,468 0,855 0,84 –0,400 0,356 0,015 
3 9,8 –0,588 0,959 0,94 –0,564 0,323 0,019 
4 10,5 –0,667 1,021 1 –0,681 0,255 0,021 
5 7,7 –0,361 0,751 0,74 –0,272 0,344 0,011 
6 9,1 –0,502 0,886 0,87 –0,445 0,352 0,016 
7 5,25 –0,163 0,505 0,50 –0,083 0,273 0,005 
8 9,1 –0,502 0,886 0,87 –0,445 0,352 0,016 
9 8,89 –0,476 0,862 0,847 –0,410 0,355 0,015 

10 5,25 –0,163 0,505 0,50 –0,083 0,273 0,005 
11 4,9 –0,144 0,475 0,47 –0,068 0,265 0,004 
12 4,9 –0,144 0,475 0,47 –0,068 0,265 0,004 
13 4,9 –0,144 0,475 0,47 –0,068 0,265 0,004 
14 7 –0,295 0,679 0,67 –0,201 0,325 0,009 
15 8,75 –0,468 0,855 0,84 –0,400 0,356 0,015 
16 9,8 –0,588 0,959 0,94 –0,564 0,323 0,019 
17 7 –0,295 0,679 0,67 –0,201 0,325 0,009 
18 5,25 –0,163 0,505 0,50 –0,083 0,273 0,005 
19 7 –0,295 0,679 0,67 –0,201 0,325 0,009 
20 5,25 –0,163 0,505 0,50 –0,083 0,273 0,005 
21 9,1 –0,502 0,886 0,87 –0,445 0,352 0,016 
22 9,1 –0,502 0,886 0,87 –0,445 0,352 0,016 
23 8,75 –0,468 0,855 0,84 –0,400 0,356 0,015 
24 6,3 –0,236 0,607 0,60 –0,143 0,303 0,007 

 
№ 

V,  
m/s 

EM
m , 
r.u. 

ωr, 
r.u. 

kur, 
r.u. 

kfr, 
r.u. 

EM
P , 
r.u. 

q, 
r.u. 

1 6,10 –0,304 0,78 0,2515 0,22 –0,237 –0,387 
2 6,25 –0,319 0,80 0,2301 0,20 –0,256 –0,387 
3 6,42 –0,336 0,82 0,2087 0,18 –0,276 –0,387 
4 6,64 –0,360 0,85 0,1766 0,15 –0,307 –0,387 
5 6,89 –0,387 0,88 0,1446 0,12 –0,341 –0,387 
6 9,49 –0,744 1,22 –0,2259 –0,22 –0,908 –0,387 
7 9,39 –0,720 1,20 –0,2042 –0,20 –0,864 –0,387 
8 9,23 –0,696 1,18 –0,1824 –0,18 –0,822 –0,387 
9 9,00 –0,661 1,15 –0,1500 –0,15 –0,760 –0,387 
10 8,61 –0,605 1,10 –0,0965 –0,10 –0,666 –0,387 
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Creating a motor's driving torque, wind facilitates the unit acceleration, which is carried out by 
program frequency and voltage ramps, after lock in synchronous speed the machine passes into 
generator mode with 1440

EM
,m  and 4750,r  (which corresponds to 4,9V   m/s) (Figure 

1a). Ibidem, the programmed changes of amplitude and frequency of voltage, supplied to 
generator's stator are shown (Figure 1b). 
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Figure 1. The curves of the transient process in the frequency start (a) and linear variation of the 
amplitude   001350200 ,,akk sus  and frequency   0,001850,10 bkk ffs  of 

voltage (b).  
 
3. DEVELOP A DIGITAL MODEL OF WPP'S SYNCHRONOUS GENERATOR BOTH 

WITH ELECTROMAGNETIC EXCITATION AND PERMANENT MAGNETS  
 

Besides asynchronous generators the synchronous generators are used in WPPs, more often 
with permanent magnets (plants of Enercon, Vensys, GE Energy type) and rarely with 
electromagnetic excitation (Frisia type, etc.). For all this, they may be super-low-speed ones (so–
called Ringgenerator) for gearless WPPs of Enercon and Vensys type and "normal" ones for geared 
WPPs of GE Energy and Frisia type [4]. And they both are equipped with frequency converters 
with IGBT-transistors, supplying the generators' stator circuit. 

The purpose of this article is to develop a digital model of WPP's synchronous generator both 
with electromagnetic excitation and permanent magnets (most part) for investigation of transient 
and steady-state operating modes under frequency control. 

 The torque characteristics of wind motors, which are recommended to determine for 4 ranges 
of wind speeds change, are presented in [7]: from the beginning of WPP's operation (i.e. from a 
minimum wind speed at which a power output into the power network begins) to the beginning of 

τ 

ku=kf=0,47 

b) 

kf=f(τ) 

ku=f(τ) 

τ 

mEM,ωr 

mEM ωr=0,47
ωr 

mEM=– 0,144 

а) 

ku,kf 
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WPP's rotational frequency control; a range of WPP's rotational frequency control; a range from the 
end of rotational frequency control to design wind speed (i.e. the wind speed at which the rated 
power is supplied to network ); and finally, the range from design wind speed to the maximum 
possible wind speed, at which the output of  WPP's rated power to the network still continue. 

Thus, the expressions for wind motor torque, reduced to generator's shaft, are determined by 
the above characteristics, and frequency-controlled range is a second one of wind speeds variations. 

To study the static and dynamic characteristics of WPPs, equipped with synchronous 
generators with electromagnetic excitation, the well-known equations of Park can be used for 
synchronous machines. If it is necessary, the saturation accounting of main machine flow can be 
carried out according to the method, presented in [8].  In contrast to conventional form, these 
equations are written in so-called "mixed" form – that is, the currents are exactly marked out, which 
must be monitored, for all this they are accordingly determined by other currents and flux linkages. 
Besides that, the applied to excitation winding voltage, as well as in [8], is presented as a fraction of 
no-load voltage, and wind motor torque in the range of WPP's rotational frequency control in 
proportion to wind speed is determined by the expression: 

2
WM rм ωkm                   (17) 

where мk  – coefficient of proportionality of wind motor's torque. 
To model a synchronous generator with permanent magnets, found a preferential use in 

WPPs, the Park equations needs to be transformed as follows. Assuming dfp  is equal to zero 
0dfp , from the equation of this system excitation we have: 

ad

*
df

df x
U

i                     (18) 

Substituting the value of this current to remaining equations, and removing the flux linkage 
equation dfψ  for its uselessness, we obtain the equations of synchronous machine with permanent 
magnets. It should be noted, that this proposed form of Park equations record for synchronous 
machine with electromagnetic excitation allows passing easily to the equations of machine with 
permanent magnets. But *

dfU  in them should naturally be interpreted not as the excitation voltage, 
but as a value of magnetic energy of magnet per unit volume, or when small values of residual 
induction as a coercive force of the magnet. Thus, for example, it is necessary for 1*

dfU  to take 
such value of magnetic energy of the magnet, which is capable to provide for no-load generator 
operation the value of the e.m.f. at the stator terminals equal to ℓxx=1. 

Comparing the WPP's synchronous generators with electromagnetic excitation and with 
permanent magnets excitation on their adjusting properties, it becomes obvious, that the generators 
with permanent magnets are inferior to the ones with electromagnetic excitation. For example, to 
stabilize the voltage of synchronous generators with permanent magnets when load changes at 
constant rotational frequency, the parametric and direct methods of influence the permanent 
magnets on magnetic flux are used [9]. But they are only suitable for small-capacity machines and 
micromachines. 

Everything changes cardinally with a frequency converter in the WPP's synchronous 
generator stator circuit. In this case the output voltage can not only be stabilized, but adjusted to 
ensure the selected law of optimal control, i.e. current frequency control in the generator stator 
circuit provides a change of rotational frequency of WPP's shaft in proportion to wind speed, which 
allows maximizing the utilization factor of wind power in the whole control range. And amplitude 
control will allow providing the specified operating mode of either the generator itself or electric 
power network at the point of its connection. 

For frequency controlled generator with electromagnetic excitation one more control channel 
is added – its excitation current. 
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To study the transient and steady-state modes of WPP synchronous generator's operation, 
when control both amplitude and frequency of stator voltage, it needs to adapt so the Park 
equations, which is known to be written in rotating with rotor speed d, q axes, that they should 
reflect the changes of amplitude and frequency of generator's stator voltage. 

For this purpose the basic equations of WPP's synchronous machine is offered to leave 
recorded in d, q axes, and only the components of stator voltage dsU  and qsU , which without 
frequency control are written in the form θUU sds sin  and ,θUU sqs cos  to present with 
frequency control in such form, that they should reflect the changes of amplitude and frequency of 
voltage at the terminals of WPP's synchronous generator. 

For all this it needs to refer to shown in Figure 2 diagram. Here 0 , 0  – are fixed in space 
axes of coordinates, s , s  – synchronously rotating axes with angular frequency s , which is 
corresponded to frequency of current at the output of frequency converter, d, q – coordinate axes, 
rotating with a rotor speed r . Angle   r  – is the angle between the axes s , s  and 0 , 

0 , the angle between d, q axes and fixed axes 0 , 0  is   r , and finally   – is the angle 
between d, q axes and s , s , which is the interior angle of synchronous machine. From the 
diagram in Figure 2 we have: 

  ss r                  (19) 
where   – synchronous time in radian, equal to  314τ tбаз t, t – time in seconds. 

If to dispose the vector of stator voltage in initial (source) mode at 450 angle to the axes s , 

s , its projections on these axes in the source mode will be the same and equal to 
7070

00
, ssα UU . 

In accordance with the diagram in Figure 2, the projections of vectors sU  and sU  on d, q 
axes in their turn will be written as: 

 
 
 
 




















τωαUUU

τωαUθUU
τωαUθUU
τωαUθUU

ssβsβqβ

ssβsβdβ

ssαsαqα

ssαsαdα

coscosθ

sinsin

sinsin
coscos

                 (20) 

 
General projections of these components on d, q axes pursuant to Figure 2 are determined as 











qβqαqs

dβdαds

UUU
UUU

                 (21) 

Substituting the voltage components from the expression (20) to expression (21) and bearing 

in mind, that uu0sβu0sαsβsα k,kUkUUU  7070  and 
0sfs k   , where 

0s

s
u U

U
k   and 

0s

s




fk  in one's turn 1
00
 ss ωU  [in relative unit], we finally get:: 

    
    τkατkαk,U

τkατkαkU

ffuqs

ffuds





cossin7070

sincos7070,
               (22) 
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Figure 2. Diagram of the location rotating axes of synchronous machines. 
 
And finally, if it is necessary, these equations by the trivial conversions can be written in a 

more convenient for using form: 








BCADU
BDACU

qs

ds                 (23) 

where      τkkA fu  cos7070,    sincos C  
           τkkB fu  sin7070,    sincos D  

During the study of  parallel operation of several WPPs,  consisting the wind power farm 
(WPF), the expressions for the stator currents dsi  and qsi , written in d, q axes, can be represented in 
the fixed coordinate system. For all this it's enough to determine the currents components in 
accordance with the diagram by the expressions: 











αiαii

αiαii

qsdsβ

qsdsα

cossin

sincos

0

0                

(24) 
It should be borne in mind, that these currents in steady-state mode have a frequency at the 

output of frequency converter, i.e. they flow between the windings of stator and frequency 
converter output, if it is necessary to determine the currents before the converter, then   r  
needs to be replaced by  s0 , i.e. as 1s0  , that simply replace by  : 

cosτisinτii

sinτicosτii

qsdsβ

qsdsα





0

0                 (25) 

The above conversions allow, without changing the structure of Park equations, which are 
written in the rotating with  rotor speed axes, in voltage components dsU  and qsU  to take into 
account the change of both amplitude and voltage frequency of WPP's synchronous generator stator 
circuit, obtained after output from the frequency converter. 

Thus, the system of Park equations together with the equations (22) or (23) constitute the 
digital mathematical model of WPP's synchronous generator with electromagnetic excitation under 
frequency control. 
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A final version of digital model of WPP's synchronous generator with permanent magnets 
under frequency control will appear in the following form: 
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  (26) 

 
Values 2

addrds xxxd   and 2
aqqrqs xxxq  . 

Besides these basic equations, the equations of active and reactive power of WPP's 
synchronous generator can be added for complete analysis to these equations: 











qsdsdsqs

qsqsdsds

iUiUq
iUiUp

                (27) 

The study of model synchronous generator with imitation of operating mode of Vensys 77 
type WPP have been carried out by equations (26). The specified WPP is equipped with low-speed 
synchronous generator with permanent magnets, controlled by a frequency converter with IGBT – 
transistors of 1500 kW capacity, design wind speed is 13 m/s, the initial wind speed is 3 m/s, and 
maximum allowable operating wind speed is 22 m/s, a range of WPP's rotational frequency control 
is 9–17,3 rpm, i.e., almost 1:2 [4]. The studies have been carried out at constU *

df 1,2 . 
To solve (26) system the Matcad program has been used. 
The parameters of steady–state mode for control fu kk   are given in table 4; when control 

with constant reactive power output q=–0,18=const (negative sign corresponds to generator mode) 
and when control with constant power factor 1cos  . Analysis of the results shows, that torque is 
determined by rotational frequency, and consequently by network frequency, and for all cases when 
frequency changes fk  from 0,5 to 1, it varies from –0,15 to –0,6. This torque is corresponded to 
active power P, which also varies from –0,074 to –0,6, and the active current iqs, which range of 
variation is from –0,136 to 0,543, these values are identical for all modes. Control with a constancy 
of reactive power output q=const and a constancy of 1cos   in a synchronous machine with 
permanent magnets can be achieved by separate control of voltage amplitude at the output of 
frequency converter in accordance with the values uk , presented in clauses (a) and (b) of table 4. It 
should be noted, that within the frequency change range from 0,6 to 0,9 the control fu kk   
practically coincides with the control with a constancy of q=const. 
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Table 4. The parameters of steady–state mode for control fu kk  , when control with constant 
reactive power output q=const and when control with constant power factor 1cos  . 

 
а)                                                    Control with fu kk   

ku=kf       0,5            0,6 0,7 0,8            0,9           1,0 
m –0,150 –0,215 –0,296 –0,389 –0,486 –0,598 
P –0,074 –0,128 –0,205 –0,304 –0,435 –0,596 
q –0,137 –0,158 –0,175 –0,180 –0,177 –0,155 
ids –0,200 –0,200 –0,210 –0,220 –0,234 –0,257 
iqs –0,136 –0,197 –0,265 –0,346 –0,441 –0,543 

b)                                   Control with the constant reactive power output constq   
kf      0,5     0,6     0,7     0,8     0,9   1,0 
ku  0,484 0,592 0,698 0,799 0,899 0,991 
q –0,179 –0,180 –0,180 –0,181 –0,180 –0,179 
ids –0,270 –0,232 –0,216 –0,217 –0,237 –0,257 

c)                                           Control with the constant power factor 1cos   
kf     0,5     0,6     0,7     0,8    0,9    1,0 

uk  0,545 0,650 0,758 0,860 0,960 1,055 
q –0,0017 –0,0017 –0,00173 –0,0017 –0,0018 –0,0017 
ids –0,01 –0,0187 –0,033 –0,055 –0,089 –0,137 
 
Among the dynamic characteristics the mode of sharp increase of driving torque on 

generator's shaft (wind gust) is of interest, with working-off the mode of output to a new frequency 
of frequency converter. 

The fluktogramms of WPP generator's regime parameters change ωr, mEM, ids, iqs, q, PEM are 
accordingly presented in Figure 3 (a, b, c, d, e, f) when operating in steady-state mode, 
corresponding to the rotation frequency ωr=0,5 (ku=kf=0,5) with wind gust (at 2000 radian), 
increasing the driving torque approximately 2,5 times (from 150EM ,m  to 3850EM ,m ), and 
this new torque value should correspond to WPP's shaft rotational frequency, which is equal to 
ωr=0,8 (ku=kf=0,8). When assignment the new values of ku and kf, a control path for simplicity of 
analysis is assumed to be an aperiodic link with the time constant Tј=100 rad (~ 0,3 s). A system, as 
it is seen from fluktogramm, is stable one, although the amplitude of oscillations of some regime 
parameters is rather significant one (qmax=6, ids max=6,5), but a change of their average value during 
the transient is not greater than 3-fold value.  
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Figure 3. The fluktogramms of WPP generator's regime parameters change ωr (a), mEM (b), ids (c), 
iqs (d), q(e), PEM (f) are accordingly when operating in steady-state mode.  

 
 
4. CONCLUSION 

 
1. It is determined, that with an acceptable in engineering calculations error (no more than 8%) 

in the area of speed control directly proportional to speed of wind - WPP's energy resource, 
the wind motor torque can be considered as proportional to the square of its rotational 
frequency.   

2. The matrix form of equations of WPP's asynchronous machine condition under frequency 
control both of stator and rotor, allowing obtaining the uniform study results, have been 
presented. 

3. The operating modes when the frequency control of WPP's asynchronous generator stator 
have been studied for voltage control both with constant generator's relative slip and with 
constant consumed reactive power. It was revealed, that the first mode was consistent with 
the known law of frequency control by academician M.P.Kostenko, and the second mode 
allowed to compensate the consumed by WPP reactive power with the help of uncontrolled 
static capacitors, installed in the place of WPP's connection to electric power network. 

4. It was demonstrated, the reactive power output to network can be controlled in quasi-
stationary modes with frequency control of rotor of double fed asynchronous machines. 

5. The dynamic regimes of WPP with asynchronous generator when frequency dispersal of 
plant have been studied; it was revealed, the starting torques and currents were minimized in 
this case. 

6. Frequency-controlled mathematical model of WPP's synchronous generator both with the 
permanent magnets and an electromagnetic excitation have been developed. It was shown, 
in WPP's synchronous generator with permanent magnets the operating modes with constant 
reactive power output constq   and constant const 1cos  could be provided for the 
separate control of amplitude and frequency of generator stator voltage. 

7. The effectiveness of start by underfrequency relay of WPP's synchronous generator with 
permanent magnets, providing the smooth acceleration, the small values of operational 
parameters during start-up and "soft" locking in synchronism has been demonstrated. 
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ABSTRACT 
 
In this paper queuing networks with infinite number of servers and exponentially distributed service 
times are considered. Limit distributions for numbers of customers in aggregated nodes are 
calculated. Using these calculations statistical estimates of limit distributions parameters are 
constructed. Mean times of customer sojourn time in opened network and its analog for closed 
network are estimated also. Obtained results are spread onto estimates of populations and life cycle 
parameters. 
 
Keywords: ruin probability, transportation problem, asymptotic formula, enumeration problem 
 
 
 
INTRODUCTION 
 

In (Tsitsiashvili & Osipova, 2009) a problem of estimates of product limit distributions 
parameters is formulated and is solved for opened and closed queuing networks with single server 
nodes. In this paper opened and closed queuing networks with infinite number of servers in each 
node are considered. A problem of an aggregation of nodes in these networks is analyzed and limit 
product distributions are represented via some analogs of nodes load coefficients. Such approach 
allows to obtain formulas for efficiency indexes of networks and to construct algorithms of their 
estimates by observations of numbers of customers in different nodes. We speak about a customer 
mean sojourn time in opened network and about mean time between customer successive 
appearances in some node for closed network. Obtained results allow analyzing a dynamics of a 
population with individuals which have many states (Hun & Gulevich, 2008) and life cycle of 
technical systems with many states (Yung-Wen Liu & Kailash C. Kapur, 2008). 
 
1. OPENED EXPONENTIAL NETWORKS 
 

Consider opened queuing network with the states set  0,1,...,S m  and irresolvable matrix of 

transition probabilities , 0
m

ij i j


   and Poisson input flow with intensity 0  . In each node i I , 

 ,1,...,I m  there is infinite number of servers with service time which has exponential distribution 
with parameter 0i  . The node 0 is dummy, it is a source of arriving customers and is a runoff of 
customers which depart from network. For fixed 0   the system of linear algebraic equations 
(Basharin & Tolmachev, 1983)  
    1 1, ,..., , ,..., mm        (1) 
has single solution 0i  , i I . Markov process     1 ,..., mn t n t  which describes numbers of 
customers in nodes of opened network is ergodic (Foss, 1991) and its limit distribution has the 
following form (Serfozo, 1999, Example 1.29) (see (Basharin & Tolmachev, 1983) also) 
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    1
1

,..., exp
!
inm i

m i
i i

p n n
n





  , i
i

i




 , i I , (2) 

Theorem 1. Almost surely we have 

 lim T
i iT

n 


 , 
 0

T
iT

i
n t dt

n
T

 , i I . (3) 

Theorem 1 statement is obtained from the law of large numbers for discrete Markov processes 
(Serfozo, 1999, Theorem 1.2). 

Construct a model of aggregated network uniting nodes from not intersected subsets 1,..., rI I  
of set I  and conserve initial order of customers service and routing. Denote     1 ,..., rN t N t  
random process (non Markov) describing numbers of customers in united nodes,    

k
ik

i I
N t n t


  , 

1,...k r . 
Theorem 2. The process     1 ,..., rN t N t  has limit distribution 

    1
1

,..., exp
!

Nkr k
r k

k k

R
P N N R

N
  , 

k
ik

i I
R 


   (4) 

and almost surely  

 lim T
j jT

N R


 , 
 0

T
jT

j
N t dt

N
T

 , 1,...,j r . (5) 

Proof. Formula (4) is a corollary of formula (2) and well known fact that (Feller, 1984, Chapter XI) 
a sum of independent random variables with Poisson distributions and parameters ,a b  has Poisson 
distribution with parameter a b . Formula (5) is a corollary of formulas (3), (4). 

Suppose that f  is mean sojourn time of customer in opened network which equals with mean 
time of customer service in network nodes. The quantity f  may be interpreted as a mean life time 
of individual represented by a customer of input flow. Then we have (Borovkov, 1972, § 31, 
Theorem 6) 

     , .i
i I

Rf R


 


       (6) 

So if we estimate the input intensity   then theorem 2 allows to estimate the parameter R  and 
consequently the parameter f . 
 
2. DYNAMICS OF POPULATION OF INDIVIDUALS WITH MANY STATEDS 
 

In (Hun & Gulevich, 2008) a model of a dynamics of a population with n  individuals is 
considered. A state of k -th individual (a stage of illness) is described by Markov chain  kx t , 

.0,1,..t  , with the states set  1,...,I m  and with the transition probabilities 
 ,i i , ,1 0i  , 1,...,i m , , 1 0i i   , 1,..., 1i m  .  
A transition of an individual into state 1 means that it dies and immediately new individual burns 
with same number. If the process  kx t  is interpreted as a displacement of particle then it is in i -th 
state random time i  with geometric distribution and with parameter ,1 i i . For ergodic process 

 kx t  it is possible easily to calculate stationary distribution  i , .i I  
In (Hun & Gulevich, 2008) if Markov chains  kx t , 1,..., ,k n  are independent then numbers 

of individuals which are in state i -th satisfy the law of large numbers (Serfozo, 1999, Theorem 1.2) 
and almost surely  
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 lim
T
i

iT
n
n
  , i I .  

These formulas allowed to analyze optimal strategies of a prevention of non infectious diseases. 
In this paper a model of a population dynamics in continuous time is constructed. In 

constructed model non realistic assumption of constant number of individuals in a population is 
cancelled. 

We consider population model as opened queuing network with infinite number of servers in 
each node. Then a vector of numbers of individuals in different stages of diseases is described by 
Markov process     1 ,..., mn t n t . In this case sojourn time of individual in i -th state has 
exponential distribution with the parameter i . A presence of infinite number of servers in each 
node guarantees independent individuals displacements along network nodes. 

Analogously to (Hun & Gulevich, 2008) assume that the route matrix   of opened queuing 
network contains following non zero elements: 
 , 1i i  , ,0 , 11i i i    , 1,..., 1i m  , ,0 0,1 1m   .  
Then it is easy to obtain from (1) that  
 1 , 1ii i i   , 1,...,i m ,  
And consequently from (6) we have that mean individual life time is  

  1

1 0

, 1im

i k i

k kf 




 

   .  

Remark 1. Suppose that customer-individual passing through i -th node may receive additional 
service-prevention in parallel node i  with intensity ii   . That increases mean sojourn time of 
customer in this node. If customer arrives in node i  then with probability ia  it is served on server of 
this node and with probability 1i ib a   it is served in node i . As result equality /i i i    is 
replaced by equality  

 i i
i

i

a 


 , i i
i

i

b 



 .  

Using these equalities it is possible to estimate influence of prevention on main indexes of this 
network. 
 
3. CLOSED EXPONENTIAL NETWORKS 
 

Consider closed queuing network with the states set S , the route matrix  , n  customers 
circulating along this network and n  servers in each node with service intensity i  on a server of i -
th node, i S . Suppose that for fixed 0 0   the system of linear algebraic equations (1) has single 
solution 1 0,..., 0m   . Then Markov process     0 ,..., mn t n t  characterizing numbers of 
customers in nodes of closed network is ergodic (Ivchenko & Kashtanov & Kovalenko, 1982, 
Theorem 2.4) and has limit multinomial distribution (Serfozo, 1999, Example 1.29) 

  0
0

,..., !
!

mim i
m

i i

dP n n n
n

  , 
0 ...

i
i

m
d 

 


 
, 0

0
0




 , i S , 
0

m
i

i
n n


 . (7) 

Theorem 3. Almost surely 

 lim
T
i

iT
n d
n
 , i S . (8) 

Proof. From binomial theorem we have that the process  
        0 1 2 1, ,..., , mm mn t n t n t n n t    

has limit distribution  
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 

1 21
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im im
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  
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 (9) 

Using mathematical induction it is easy to prove that the process    0 , k
k I

n t n t


 
 
 

  has limit 

distribution  

  
 

 

00
10

0 1
0 0

! ...
, ,..., .

! !

n nn
m

m
n d d d

P n n n
n n n
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


  

Consequently the process  0n t  has binomial limit distribution with mean 0nd . Analogously it is 
possible to prove that random process  in t  has binomial limit distribution with mean ind , 

1,...,i m . Then from the law of large numbers for ergodic Markov processes (Serfozo, 1999, 
Theorem 1.2) we obtain the formula (8). 

Construct a model of aggregated network uniting nodes in not intersected subsets 1,..., rI I  of 
the set I , conserving initial characteristics of customers service and routing. Denote 

    1 ,..., rN t N t  random process (non Markov) which describes numbers of customers in united 
nodes,    

k
ik

i I
N t n t


  , 1,...,k r .  

Theorem 4. The process     1 ,..., rN t N t  has multinomial limit distribution  

  1
1

,... !
!

Nkr k
r

k k

D
P N N n

N
  , 

k
ik

i I
D d


  , 1,..., ,k r  (10) 

and almost surely 

 lim
T
k

kT

N D
n

 , 1,..., .k r  (11) 

Proof. The formula (10) may be obtained from the formula (9) by mathematical induction. The 
formula (11) is a corollary of the formula (10) and the theorem 3. 

Denote if  mean time between successive appearances of a customer in i -th node of closed 
network. To calculate 0f  consider opened network with route matrix   and with input intensity 

0 . It is obvious that 

 0 0
0

0 0 0 0 0 0 0 0
....1 1 1mRf f

d d
  

     
         (12) 

Consequently if we know statistical estimate of service intensity 0  then using the theorem 3 it is 
possible to estimate 0d  and consequently 0f . Analogously it is possible to obtain the equality  

 1
i

i i
f

d
 , (13) 

and using it to estimate mean if  by estimate of service intensity ,i i I  .  
 
 
CONCLUSION 

Theorems 2, 4 allow to aggregate nodes of initial network and consequently to simplify a 
procedure of statistical estimates of its parameters. It means that we may delete a solution of the 
system (1) and to simplify a procedure of the network observation. Besides of product distribution 
parameters suggested approach allows to estimate mean sojourn times of customers in the network. 
Obtained results may be generalized onto queuing networks with non exponential service time 
distributions using (Harrison & Lemoine, 1981) and may be applied in technical gerontology and 
demography to estimate mean time of endowment for persons of fixed age. 
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ABSTRACT 

 
 The method and program complex realization for restoration scheme search of 

power consumption in networks on the basis of algorithm processing of the network 
count and artificial neural networks (ANN) are offered and given reason. Both 
algorithms work in a competing mode, mutually smoothing lacks of each separate 
method. Work complex principles, in particular, concerning application of the 
generalized error vector for ANN self-training and solution stability are theoretically 
proved. The program complex realized as a part for ‘the adviser of the distributive 
network dispatcher’, was tested on a 201 buses, 7 sources and 227 lines distribution 
network and one has shown good results. 

  
Keywords: distributive network, power restoration, automation, dispatcher 

adviser. 
 
 
 

Reliability operation performances of distributive network restoration are its time and 
completeness of a consumer supply in postemergency state and limiting conditions. A number of 
foreign [1-4, 5-13] and Russian [5-8] works, including author’s [19-26] of given paper, is devoted 
the specified problem. We offer a combined supply restoration method on the basis of the graph 
research algorithm and the artificial neural network with training and self-training modes. 

The distributive network consumer majority can receive the electric power on several 
various circuits. At emergency state of one or groups of feeding communications in an existing 
mode it is necessary quickly to find a reserve circuit in a network for a power supply to the 
currentless consumer. Following requirements should be allowed: the consumer element overload 
and voltage drop cannot exceed permissible limits; in the loading restriction need less responsible 
consumers are disconnected the first of all. 

Existing distributive network restoration methods can be united conditionally in three groups: 
1) on the basis of the graph theory and the combinatory mathematics; 2) with knowledge base 
creation at training and the subsequent sample of scheme condition image for concrete event; 3) 
with artificial neural network use (ANN).  

The variant finding concerns advantages of the first of them practically for any mode, 
including well-founded refusal in the consumer supply of those buses, which cannot be connected 
on physical or mode conditions, for example, at the unique and damaged feeder [2-5, 8]. However 
at seeming simplicity method demands viewing of variant set, hence, decision reception time 
increases. For reduction of variant quantity those or other restrictions are entered usually: 
combinational, mode etc., reducing their number to comprehensible values, but worsening their 
quality.  

At the second approach the set of possible modes is modeled off-line mode and their target 
images, consumers satisfying to maintenance by a supply (communication switch state), are 
remembered in the knowledge base. In on-line mode the target image to gets out from base the 
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corresponding to entrance image (conditions of an incorrect mode) is the network scheme. Such 
approach allows finding the decision rather quickly. Its lack is great volume of the knowledge base 
which growth depends practically exponentially on number of distributive network 
communications. So for a distributive network on 1000 communications the volume under the 
knowledge base is estimated in 1021 Gb. Taking into account various restrictions this figure 
decreases, but nevertheless remains considerable. Nevertheless, works in this direction proceed [9-
13]. 

The third way, with use ANN, under the form in many respects models the second approach, 
but as the knowledge base the functional nonlinear converter (neural network) is used. In it a 
method after a well-founded structure choice and ANN long training the decision results is obtained 
quickly enough. However their interpretation represents certain complexity to a concrete mode in 
most cases and demands additional actions on mode correctness check. From our experience the 
decision method ANN represents good approach for its subsequent specification by methods of the 
first approach. 

Problem in the specified methods is modernization of a distributive network. If in the first 
case an input or addition of its new elements increases number of considered variants, then for two 
last cases network area which modernization of communications and buses influences, it is 
necessary to repeat all process of training [11].  

Certain complexity is made by coordination of computer complex work on power supply 
circuit search for distributive network consumers with information base of its dispatching point and 
with mode management automatics. Regarding the information are usually necessary: full scheme 
model of a distributive network, switch states (switched on, switched off, switched off and 
forbidden to on), loading levels for moment of prefault conditions (it is considered that whenever 
possible it is necessary to provide such loadings in postfault mode) and power flows on feeders. 
Here the network condition estimations, in detail, considered in a number of works [14-17] are not 
discussed. As to automatics it is considered to be that the complex searches for the network scheme 
decision after automatic reclose and fallback, and other automatics working off, taking into account 
the condition which have been with feeders after work of automatics. 

We offer a complex restoration scheme search method for consumer power supply (fig. 1), 
working on a decision combination on graph processing algorithm (GPA) and by means of an ANN. 
Comparative simplicity used GPA, on the one hand, allows to find quickly the scheme for the 
majority of buses, on another - does not lead to cycling of its search in a difficult network 
configuration. ANN works faster in the presence of the decision in training sample. Such 
combination allows to lower requirements to computing complex resources for scheme search in 
comparison with known methods and to reduce decision time. Scheme restoration co-ordinates with 
information base of a control office and mode control automatics, particularly, on feeder states and 
loading levels for a mode prefault moment. 

The absent data is restored by settlement methods [19]. The account of "mode weighting" 
before restoration of normal conditions in a network is carried out by corresponding factors of "load 
weighting". Conditions-restrictions in decision search are: mode – inadmissibility of an feeder 
overload and a voltage drop in buses more than specified value; priority – in load restriction need 
the less responsible consumers [20] first of all should be disconnected. GPA substantially models 
operation personnel actions in a concrete situation taking into account listed above restrictions. In 
parallel with it on the basis of training sample the ANN tries to find the new scheme of the network 
satisfying specified above restrictions. 
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 All offered schemes are checked by the condition calculating block (CCB) which participates 
in formation of the generalized error vector (GEV). GEV specifies GPA and ANN acceptability / 
unacceptability of the offered scheme and in the latter case a search direction of the new decision. 
GPA searches for the new scheme taking into account the specified GEV restrictions. ANN passes 
in a self-training mode, being retargeted according to GEV. GPA and ANN blocks in a competing 
mode find the power supply scheme, satisfying to mode admissible conditions. Thus redistribution 
of consumers between power sources for load alignment is considered. 

Advantage GPA is decision completeness without dependence from feeder initial conditions. 
Buses, which can be provided by energy, are provided with it. On those buses, which are not 
provided with energy because of mode or configuration conditions, the information on the reasons 
of such situation is outputted. A method lack is rather big decision search time to computer 
measures (from shares to tens seconds depending on scheme complexity). 

Advantage ANN – almost instant decision on scheme conditions, which have entered into 
sample of training. In the condition absence in training sample the decision search time in the 
course of self-training is comparable with similar GPA time. Revealing of the unconnection reasons 
is more difficult than for loadings in GPA method. However, input of the decision for a new scheme 
condition in training sample at condition repetition leads to fast decision definition further. 

The condition calculating block uses the information on necessary consumer loadings, had 
capacities and voltages in root network buses, feeder parameters, their states (switched on, switched 
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off, switched off and forbidden to on) and restrictions in a network configuration. The mode 
calculation basis in view of its traditional character is not resulted. Its result is a finding of power 
flows on feeders and voltages in buses. 

During decision, having received the current entrance function close to r(k), the network 
restores on a target function u(k). For the cases which have not got to training sample, target 
function not always leads to an admissible mode. CCB carries out check on mode admissibility; in 
result the error vector GEV is formed (fig. 2). Last initializes ANN self-training [23]. 
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The structure of GPA work is reflected by the integrated block-diagram (fig. 1, block GPA). 
After damage switch-off the information on a breaker state and voltage in buses of a network at the 
calculating moment in GPA, and also consumer loadings in buses before network disturbance are 
entered. The disconnected buses are defined, and their number comes to light. If quantity of the 
disconnected buses is more than half they are carried out by algorithm of initial load connection 
[21], allowing quickly to restore the basic scheme part with the account of bus supply importance. If 
number of the disconnected buses small the bus, having the highest supply reliability importance 
and the greatest demanded load capacity, gets out first from their entire list. From the chosen bus to 
the nearest bus, having necessary capacity, the chain is found. The chain search algorithm is based 
on source search in the scheme graph [22]. Difference is that search is conducted at first at width, 
and then in depth. Such algorithm reorganization allows connecting bus to the nearest one, having 
necessary capacity that reduces losses on power flows. Regime parameter calculation occurs in 
CCB and the regime condition checking – in GEV block. If necessary link is not found, the 
information on the disconnected bus and the reasons are deduced on the monitor.  

The restoration scheme search block on ANN (fig. 1, ANN block) represents multilayered 
fully connected neuron network into which the information on current network conditions is entered 
in first layer. The target layer forms the offered decision of feeder states. The quantity of internal 
elements and layers is being determinates by researches. 

At training mode the ANN adjusts weight element factors by means of back propagation 
algorithm (BP) [18] so that for entrance function r(k) to approximate function of decisions u(k) 
training function u*(k) for k ∈ [1, N], where N is a set of training sample examples.  

Application of ANN algorithm with self-training for a solved problem is connected with a 
convergence substantiation of its decision. Such analysis is spent on the basis of the elementary 
scheme from three links with three switching devices (fig. 3). Examination of all possible 
conditions of its switching devices and definition of the generalized error vector in each set of states 
for influence on ANN makes it possible [24]. The specified approach is connected with possibility 
of equivalent transformation of a network to the elementary scheme. It is shown that after several 
iterations (from one to three for the resulted example) GEV becomes zero, hence, for the specified 
scheme the decision convergence is provided. But as in GEV definition each link is considered 
separately any other possible schemes with various switch state combinations and available or/and 
consumed power are reduced to one of the cases considered on the elementary scheme.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
As it is noted above, at restoration of a power supply it is important to consider their 

importance on supply reliability. Last characteristic is considered through a priority of bus in a 
network. Priority values of each bus taking into account its importance are initially set by the expert 
and (tab. 1 [22]) are stored in the data table on buses. In algorithms with serial processing of buses 
(GPA, CCB) their order is defined by current priority value on decrease. 
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It is necessary to notice that for correct ANN work the bus priority rationing system is 
entered. All bus priorities are limited by frameworks from 0.7 to 1. Values less than 0.7 are not 
used, as their efficiency at algorithm work is low, it is especially at presence of bus with several 
communication lines. Transformation of real priorities in rationing ones occurs automatically, 
agrees simple linear dependence, i.e. to maximum priority bus corresponds Q =1, and to minimum 
priority bus – Q =0.7. It is obvious that priorities of buses should not differ in hundreds and 
thousand times, otherwise distinction between buses with close priorities for algorithm will be weak 
and inefficient from the point of view of program time expenses. 

In a manual mode of bus priority formation for the higher priority it is recommended to use 
values Q = 0.9 and above, for buses of the average priority – Q = 0.8 … 0.85, for the lower priority 
– Q = 0.7... 0.75. It is obvious that among buses of an identical priority, for example, buses which 
are necessary for connecting first from all exist higher priority ones. For possibility of realization of 
such feature the interval of values q also is entered. Thus, the above value q, the bus will be more 
necessarily connected. For optimum algorithm work (from the point of view of time expenses) it is 
not recommended to specify the bus priority value of lower within 0.75-0.8, and for the average 
0.85-0.9 as it will lead to boundary effect when on the importance of maintenance with the power 
the lower priority bus will come nearer to average priority buses, and the average priority bus will 
come nearer to the higher priority buses, accordingly. 

Such difference in bus connection error formation, on the one hand, "will force" algorithm to 
connect higher priority buses even at capacity available deficiency for maintenance of all network 
buses, and on the other hand, will not admit switching off of knot with a high priority for 
connection of buses with a smaller priority. 
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suggested
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Fig. 4. Restoration system software. 
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Definition process of link state error weight q depends on a bus priority which feeder can 
connect. We will admit, feeder j can connect buses i1 (priority Q1) and i2 (priority Q2). Then a 
priority of this communication qj = Q1 if feeding bus will be i2, and qj = Q2 if feeding bus will be i1. 

The program part can be divided into conditionally independent five blocks (fig. 4). The 
basis of search algorithm is made by GPA and ANN blocks. Initially in algorithm structure 
competitive processing of two various processes by decision search has been put. Processes are 
carried out mutually independently, but use the same entrance information. Thus, decision finding 
average time for enough big sample of required decisions should be reduced essentially.   

 
The information is formed in the table of the bus and feeder characteristic (tab. 1). In its 

integer part (uzi, lni) it is described the network topology, bus states (is included/is disconnected) 
also bus supply priorities. Regarding values from a floating comma (uzf, lnf) remain parameters for 
buses and feeders on the voltage, available and consumed power, their power flows, admissions on 
an overload etc. Here are allocated in the italics the parameters set by the operator, or received from 
an operative measuring complex (SCADA). The direct font notes the parameters counted by 
programs. 

Table 1 
Parameters, links and states of scheme elements  

Variabl
e s Bus specification 

Bus number, 
(n) 

1 2 … nu 

uzi[n,s] 
1 State (attribute + switch off/switch on)     
2 Supply feeder number     
3 Plug-in bus priority     

uzf[n,s] 

1 Gener./load active power (load with +)     
2 Gener./load reactive power (inductive with +)     
3 Bus active power (total)     
4 Bus reactive power (total)     
5 Bus available active power     
6 Bus available reactive power     
7 Bus voltage     

Variabl
e s Feeder specification 

Bus number, 
(n) 
1 2 … nl 

lni[n,s] 

1 Feeder starting bus     
2 Feeder end bus     

3 Feeder state (switched on, switched off or forbidden 
to switch) 

    

lnf[n,s] 

1 Resistance      
2 Reactance     
3 Admissible continuous current     
4 Carrying current value     
5 Active power flow     
6 Reactive power flow     
7 Voltage loss     
8 Active power loss     
9 Reactive power loss     
1
0 

Admissible overload factor on preset time     
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Program realization of the considered approach is based on use MS Visual C++. By this time 
it was possible to realize two independent GPA and ANN modules which are united in one program 
however can be executed in parallel on different processors of multiprocessor computers or 
computing clusters. Program code feature is convenience of additional module inclusion (competing 
processes) to search the decision with other method use. Hence, it is possible not only to modernize 
constantly already used algorithms, but also to estimate quality, computing and time expenses for 
new algorithms. One more positive side of the chosen program architecture is that the interface of 
the user on formation, change and addition of test distributive networks is completely separated 
from decision search problems, serves only for preparation of the entrance data and can change 
irrespective of the specified tasks. 

The time estimation of its performance during algorithm working out was a separate 
problem as in known publications to us time for decision search sharply increased at increase in 
elements of a distributive network [25]. There was a danger that positively proved on this parameter 
at small quantity of bus and interbus links the algorithm will sharply worsen the results at increase 
in network elements. Check of this parameter is shown below at algorithm approbation.  

To estimate requirements to memory at increase in a distributive network at one i an element 
(bus, feeder, switching element) it is possible proceeding from the formula:  ΔM=k·Ti,  where 
k=1.07 – defined experimentally factor, and Тi – memory byte quantity, necessary for a data storage 
about i element of the scheme. For bus (i=1) Т1 = 130 byte; for feeder (i=2) Т2 = 234 bytes; for a 
switching element (i=3) Т3=30 byte. Let a test scheme contains 201 buses, 227 feeders, 7 power 
supply source, including 5 diesel generators, and 165 switching elements. Then in the test scheme 
total used memory amount for tested distributive network scheme are easy for counting up under 
the formula: 

M = 1.07·[201·(130 + 7) + 227·234 + 165·30] + R≈ 91598 + R, 
where R is a memory size occupied without dependence from element quantity, present at the 
scheme. This memory is not a constant, its size fluctuates depending on what dimension is used 
ANN. 

Debugging of a program complex was spent on the test scheme [21]. Despite the simplicity, 
the scheme gave the chance to check up all basic cases arising in real distributive networks, such as: 
use of a reserve line at an outage the basic one, loading switching on bus with greater available 
capacity and/or with the least losses, impossibility of consumer maintenance by the electric power 
in connection with mode restrictions or feeder malfunction of the given bus. On the other hand, 
scheme simplicity did program complex work the evident, allowing to check at once program 
results, verifying them with the received manually data.  

Transition to more difficult scheme was a following stage of testing of the program. It has 
been decided to use the part of power distributive network of Komi power system. Its parameters 
are given above. As it was already marked, authors were ready to increase in time delays and 
increase of requirements to memory resources, but as has shown experiment, serious changes have 
not occurred. It is obvious that with increase in scheme elements, each of which contains some data 
about the structure and physical properties, the memory size increases inevitably, but this 
dependence has linear character, and its factor is approximately equal to unit (the computer 
operative memory expense are considered necessary for program work).  

During algorithm work speed measurement on various dimension schemes it was found out 
that the increase in time expenses, as well as in a case with memory resources, has almost linear 
character with multiplication to the constant factor close to two. It is caused first of all by inevitable 
increase in ANN dimension both on entrance and target layers, and on internal structure. Time 
expenses for initial ANN training in calculations were not considered, as take place in offline mode 
with exponential growth at increase in dimension and number of examples for processing. 

Program interface feature is multiwindow intuitively clear approach, as at scheme creation 
and its processing, and at reflexion of current processes in a distributive network (fig. 5). He allows 
displaying on the monitor as a preemergency scheme state with corresponding conditions of 
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switching devices, power flows and loadings, and the offered decision on supply scheme 
restoration. Nevertheless, there is number of principles, which it is necessary to adhere at scheme 
formatting and editing. Some conditions are not critical, i.e. obligatory, at the same time can in the 
subsequent essentially (by 5-10 %) to increase decision finding speed and also to increase scheme 
display information capability.  

 
 
 

 
 
 
To the indispensable conditions connected with editing of initial schemes and data, concern: 

1) presence of two switching elements (breakers) on each feeder between the generating bus and 
any another; 2) feeder should be from both ends connected to buses; 3) on any line can be noted no 
more than two switching elements and if on a line two switching elements they work 
synchronously, i.e. both are simultaneously switched on, switched off or forbidden to switch. The 
line segment between two tapings in programs is presented as a line without switching devices. In 
this case its state is defined on voltage presence on its ends which can or be absent on both ends and 
then the line is considered disconnected, or to be present, and then the line is considered switched 
on; 4) buses on the monitor screen can settle down only horizontally that is connected with bus 
programming specificity; 5) switching elements and lines can vertically settle down or horizontally; 
6) the bus with generated capacity is set as bus with negative consuming capacity. 

To desirable, but not to editing indispensable conditions the following concerns: 1) the line 
should begin by bus which is usually feeding, and to come to an end in bus which is usually 
consuming that accelerates restoration scheme finding process; 2) between the generating bus and 

Fig. 5. Window of restoration system for distributive network. 
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the first bus with consumption should settle down "the empty" or “virtual” bus, i.e. bus with zero 
consumption and zero generation that is connected with program technology of a generating bus 
finding; 3) necessary element scheme parameters, such as should be set: line type, length and wire 
type, line potential levels. Admissible values of currents, feeder resistance and reactance are defined 
automatically under the help data in the scheme editor.  

 
Values of generated and consumed active and reactive power in buses, and also states of 

switching devices whenever possible arrive on telemetry channels of system. For buses and feeders 
on which the current data cannot be received in the specified form, there is a possibility to set their 
tabular form depending on the set conditions, or to correct manually. The full list of parameters 
necessary for calculation and their placing in information tables are given in [22]; 4) it is desirable 
to reduce quantity of the information demanded for display about each scheme element, having 
reduced it to is minimum necessary. 

All operating modes were checked on the computer of class Intel Pentium MMX-166, with 
RAM volume in 64 Mb. The time tests were carried out at start of the program from compiler 
Visual C++ 6.0 in a debugging mode. Even in such not optimum conditions the program has shown 
good results on decision finding time which made no more than 0.5 s where on a share of display of 
the information it was necessary 0.3 s. In agreement with statistics of expense time increase rate at 
increase in scheme element quantity with program start in the worker, instead of a debugging mode, 
it is possible to make the assumption that time for the problem decision in schemes with element 
quantity reflected in programs, an order of 10 thousand (in their considered example more than 600) 
can make no more than 6 s. At increase in processor and subsystem video capacity three times, that 
corresponds to possibilities of modern computers, it is possible to realize supply restoration scheme 
search in complicated networks in a real time mode. 
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Conclusion 
 

The offered method allows automating distributive network consumer supply restoration by 
computer means at failures and mode restrictions and to lower error probability of the personnel. 

Method feature is joint application of competing decision search processes by algorithms of 
GPA and ANN, using advantage of each and reducing search time in a concrete situation. 

In the absence of the ready decision in ANN training sample its dynamic self-training is made 
in real time on developed a technique and GEV definition algorithm. The found new decision fills 
up the specified sample. 

Method approbation on test schemes of a distributive network has shown its working 
capacity.  
 

 
 
 

Appendix 1 
 

Processing algorithm of the scheme graph 
 

In the scheme (fig. 6) it is necessary to find a circuit, including nodes and connections from the 
disconnected node N0 to node Nx, which has necessary capacity. All nodes are determined over 
available capacity and loading. All connections are described over power capacity. The distribution 
network is described over a node matrix  (NM) connecting nodes and lines. 

The algorithm carries out search Nx at first into breadth, next into depth, what allows 
connecting N0 to the nearest node. Decision tracking occurs in tab. 2. Search begins into NM with 
depth of step S=1. Nodes of a first step (fig. 7) are looked thru and the opportunity of connection to 
node N1 is being estimated. The available capacity in N1 and the power capacity of connection L1 
are being checked. 

 
Table 2 

Solution search 

Step Loading 
node 

Previous 
connection 

Analyzed 
connection 

Required 
active 
power 

Required 
reactive power 

1 N0 … … P0 Q0 
… … … … … … 
n Nx … … … … 

 
Here it is being checked, whether is boundary (the last in an analyzed circuit, for example, 

nodes N10-N24). At non-compliance with the conditions (Cond.) the following node N2 is being 
analyzed and so on up to N4. If on a first step the supply node is not found, S=2, nodes N5-N16 are 
being analyzed and further for S=3 – N17-N24. 

At condition executions in forming of nodes and of connections a necessary circuit are being 
defined from tab. 2. On example (fig. 7) this circuit is formed to node N19. 
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1. INTRODUCTION 
 

A problem of a calculation of a graph disconnection probability is considered in a lot of 
papers, see for example [1]-[4].  In [1] upper and low bounds of the graph disconnection probability 
(a reliability polynomial) are constructed using maximal systems of disjoint cross sections. For a 
graph with sufficiently small number of arcs in [2] accelerated algorithms are constructed. These 
algorithms showed good results in a comparison with Maple 11. In [3] this problem is solved using 
Monte-Carlo method and some specific combinatory indexes and formulas. 

But when a number of arcs increases this problem becomes much more complicated. So it is 
necessary to construct convenient asymptotic formulas for connectivity or disconnection probability 
of graph with high reliable arcs. In this paper such problem is solved for planar graphs or graphs 
arranged on two dimensional manifolds. Such graphs appear in honeycombed structures which are 
widely used in different applications.  
 
2.  PRELIMINARIES 
  

Consider unoriented and connected graph G  with finite sets of nodes U  and of arcs W . 
Denote  vu,L  the set of all cross sections in G  which divide nodes vuUvu  ,,  , 
  

vu
LL


 u,v .  

Put  Ld  a number of arcs in cross section L  and define 
      vuLLdvuD ,:min, L ,   vuDD

vu
,min


 ,   DLdL  :* LL , 

C   is a number of cross sections from the set

  

*L   
Theorem 1.  Suppose that graph arcs Ww fail independently with the probability h  then the 
probability P  of the graph G  disconnection satisfies the formula 

DChP ~  , 0h .                                                      (1) 
So to calculate asymptotic of graph disconnection probability it is necessary to find the constants 

DC, . Suppose that G  is two dimensional integer rectangle with the size NM  .  If 1, NM
then the set *L  consists of four angle cross sections with two arcs [5] and so  

 0,4~ 2 hhP . 
In general case for 0,0  NM  we obtain the formula  

     2114~ hMNINMIP  , 0h . 
But to make asymptotic analysis of disconnection probability in honeycombed structures it is 
necessary to pass from integer rectangle to more general graphs. 
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3. MAIN RESULTS 
 
This generalization is based on a concept of a graph G  arranged on connected and two 

dimensional smooth manifold without edge  T  [6,chapter 1]. 
Suppose that between two nodes of the graph G  there is not more than two arcs and there are not 
arcs beginning and ending at the same node (loops). Arcs do not intersect and may have only 
common nodes. Each node and each arc belong to some cycle with more than two arcs and more 
than two nodes. 

Call faces (or cells) areas miSi ,...,0,  , of the manifold T  limited by its cycles minimal 
by the set theory inclusions. So faces may have common nodes, common arcs but have not common 
internal points. Put two faces adjacent if there is their common arc. Each arc belongs to two faces 
(is adjacent to two faces). Denote by iS  the face iS boundary. 

Suppose that faces mi SS ,...,  are bounded and call them internal. Then the face 


m

i
iSS

1
0 \


T  

may be called external. The face 0S  may be unbounded if for example the manifold T is a plane. It 
may be bounded also if for example T  is a sphere or a torus. 

(A).  Suppose that each two internal faces miSS ji 1,,  , may have no more than single 
common arc. 

Examples of graphs satisfied Condition (A) are connected aggregations of quadrates from 
rectangular lattice or connected aggregations of hexagons from hexagonal lattice. 

Denote jiA ,  the set of arcs adjacent to faces mjiSS ji 0,, , and put jin ,  a number 

of arcs in the set jiA , .  Designate 2
, , jinji CM  , if 1, jin  and 0, jiM  if 1, jin . Define 

  mi iMN 1 0, ,   mji jiMM 0 , .  

Theorem 2.  Suppose that Condition (A) and the inequality 0N are true then 2,  DNC .  
An example of a graph satisfied Theorem 2 conditions is integer rectangle. 

Theorem 3.  If 0M  then the equalities 2,  DMC  are true. 
Remark that Condition (A) is absent in Theorem 3. Denote 3U  the set of the graph G  

nodes which are connected with three arcs and put 3K  the number of elements in 3U . 
Theorem 4.  If 0M ,  03 K , then 3,3  DKC . 

Examples of graphs which satisfy Theorem 3 conditions are the dodecahedron [3,Chapter 4, 
Figure 4.2] and integer tube obtained by a gluing of a pair of opposite sides in an integer rectangle 
with a size NM  , 1M , 1N . 
Theorem 5.  If 0M ,  03 K , 04 K  then 4,4  DKC . 

An example of a graph satisfies Theorem 5 conditions is a graph arranged on two 
dimensional torus and obtained by a gluing of two pairs of opposite sides in an integer rectangle 
with a size NM  , 1M , 1N . 
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4. PROOF OF MAIN RESULTS 
 

Theorem 1.  
Proof.  From the Burtin-Pittel formula [3] the probability  vuP ,  of the nodes vu,  disconnection 

in G  satisfies the relation      vuDhvuCvuP ,,~, , 0h where  vuC ,  is a number of 
sections      vuDLdvuL ,:, L . Assume that LV  is random event when all arcs of cross 
section L  fail then 








































 

*** LL\LLL L
L

L
L

L
L

L
L VPVVPVPP ~ , 0h , 

as 

   D
L hoVP  ,  *\ LLL , D

L
L ChVP ~










*L
. 

 
Theorem 2.   
Proof.  1. Prove at first that 1D . If 1D  then there are nodes Uvu ,  dividing by single arc 

Ww . Suppose that   is a way in the graph G  connecting nodes vu,  and the arc w  belongs to 
the face iS .Without a restriction of a generality assume that the nodes iSvu , . Then it is possible 
to construct a way   in which the arc w  is replaced by a way along the face iS boundary which 
bypasses the arc w  (see fig. 1). Consequently the arc $w$ does not divide the nodes vu, and so 
minimal number of arcs which create the graph G  cross section is larger than one. 
 

 
Fig. 1. Item 1 illustration 

 
2.  Suppose that 21,ww  is a pair of graph arcs. Prove that if these arcs do not belong to 

common internal face then the set   L21,ww . Indeed the arc 1w  (the arc 2w ) may be bypassed 
by its internal face boundary (see fig. 1). And a way around the arc 1w  (around the arc 2w ) does 
not contain the arcs 21,ww . So the set of arcs   L21,ww . 

3.  Assume that the arcs 21,ww  belong to internal face iS  but do not belong 
simultaneously to external face 0S .Prove that the set   L21,ww . 

a) At first consider the case when there are internal faces jS , kS , ikij  , so that 

jSw 1 , kSw 2 . As any two internal faces have not more than single common arc then kj  . 
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So the arc 1w   (the arc 2w ) may be bypassed along jS (along kS ) without the arcs 21,ww . 

Consequently the set   L21,ww . 
b) Suppose now that the arc   0111 , Svuw   and the arc   0222 , Svuw  . Then the 

arc 1w  may be bypassed by the way along  0S . The arc 2w  may be bypassed  along  iS  from 
the node 2v  to the node 1v . Then this way may be prolonged along 0S  to the node 1u  and then it 
may return along iS  from the node 1u  to the node 2u  (see fig. 2). Consequently the set 
  L21,ww . 

 
 

Fig. 2. Item 3, subitem b) illustration. 
 
 

4. Suppose that 01 SSw i  , 02 SSw i  . Prove that   L21,ww . Take a cycle 
around the face iS  and suppose that vu,  are first nodes of this cycle touching 21,ww  
appropriately. Extract from the face iS  the set iS   of arcs which do not belong to 0S  Exclude 
trivial case when the arcs 21,ww  have common node. Contrast each arc w  from iS   the set of 
internal faces  wk JkS ,  defined by the symbols set iw JiJ , . This set satisfies recurrent 
conditions: if ktJk w  ,  and 0tk SS   then wJt .  Denote 

wJk
kw SR


  and obtain 

that if wRu   , wRv   then  ww RR  Ø  (see fig. 3). In opposite case 01 SSw i   (see 
fig. 4). This contradiction proves that the set   L21,ww . 

                                                    
                   Fig. 3. The case  ww RR  Ø.                          Fig. 4. The case  ww RR  Ø. 
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The illustration of the figure 4 may be added by following formal inference. Assume that the arcs 

1,ww  have common node u  and the arcs 2,ww   have common node v  and iSw  , iSw  . 
Suppose that the node ww RRz   . 

From the recurrent definition of the set wJ   it is easy to prove that between the nodes zu,  
there is acyclic way  zu,  consisting of the faces wt JtS ,   arcs excluding the face iS  arcs. 
Analogously between the nodes vz,  there is acyclic way  vz,  consisting of the faces 

wt JtS ,  arcs without the face iS  arcs. Consider a polygon bounded by the way 
   vzzu ,,    and by the way  vu, which connects the nodes vu,  and passes along 

 vuwSi ,, 1  .  It is obvious that this polygon consists of internal faces and does not contain the 
face iS . So the arc 1w  is adjacent to some internal face which does not coincide with iS . This 
statement contradicts with initial suggestion that iw S1 . Consequently  ww RR  Ø. 
 
Theorem 3.   
Proof.  This statement may be proved analogously to Theorem 2 statement if to pass from the faces 

iSS ,0  to the faces kj SS , , see item 3, subitem a) in Theorem 2  proof. 
 
Theorem 4.   
Proof.  As 0M  and each face may have no more than single common arc with the face 0S  then 

0D . From Theorem 2the graph G  which satisfies Theorem 5 conditions has not cross sections 
with two arcs. Prove that there are graph cross sections with three arcs and all these cross sections 
 321 ,, www contain arcs connected with a node from 3U  . Indeed if arcs 321 ,, www  are 
connected with a node from 3U  then the set   L321 ,, www . Prove that if arcs 321 ,, www  are 
not connected with a node from 3U  then the set   L321 ,, www . Then Theorem 4 will be 
proved. 

As 0M  so each two faces of the graph G  may have no more than single common arc 
and each node connects with more than two arcs. Assume that arcs 321 ,, www  belong to the faces 

321 ,, SSS  appropriately and some of these faces may coincide. 
1.  Suppose that there is not a pair of arcs from 321 ,, www  in the same face. Then each arc 

iw  may be bypassed by a way along iS (see fig. 1). So any way  vu,  from u  to v  which 
contains arcs from 321 ,, www  may be replaced by a way  vu,  which does not contain arcs 
from 321 ,, www . For this aim it is enough to replace arc from this set by a way which bypasses this 
arc. Consequently the set   L321 ,, www . 

2. Suppose that all three arcs from 321 ,, www  belong to common face S . Then each arc 

iw  may be bypassed by a way along iS  without arcs from 321 ,, www  (see fig. 1). Consequently 
the set   L321 ,, www  . 

3. Suppose that faces SSSS ,,, 321  are different and 21 Sw  , 32 Sw  , Sw 3 . Then 
the arc 1w  may be bypassed by a way along 1S , the arc 3w  may be bypassed by a way along S  
(see fig. 1) and the arc 2w  - by a way from 3S  to the arc 3w , then around the arc 3w  along S
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and then along 3S  to the arc 2w  second node (see fig. 2). And the way around iw  does not 
contain arcs from 321 ,, www . Consequently the set   L321 ,, www . 

4. Suppose that the faces SSSS ,,, 321  are different and  Sw 1 , Sw 2 , Sw 3 . Then 

each arc iw  may be bypassed by a way along iS  without arcs from the set 321 ,, www  (see fig. 
1). Consequently the set   L321 ,, www . 
 
Theorem 5.   
Proof.  From Theorem 4 we have that the graph G  satisfying Theorem 5  has not cross sections 
with three arcs. Prove that in G  there are cross sections with four arcs 4321 ,,, wwww  and all 
these cross sections consist of arcs connected with some node from 4U . Indeed if the arcs 

4321 ,,, wwww  are connected with some node from 4U  t  L321 ,, www hen the set 
L4321 ,,, wwww .Prove that all other sets are not cross sections in G . 

From 0M  we have that each two faces in G  may have no more than single common 
arc. Denote faces 4321 ,,, SSSS  which contain arcs 4321 ,,, wwww  appropriately. 

1. Suppose that there is not a pair of arcs from the set  4321 ,,, wwww  which belong to the 

same face. Then each arc iw  may be bypassed by a way along iS without arcs from the set 
 4321 ,,, wwww . Consequently each way  vu,  from u  to v which contains some arcs from 
the set  4321 ,,, wwww may be replaced by a way  vu,  without arcs from  the set 
 4321 ,,, wwww   (see fig. 1). Consequently the set   L4321 ,,, wwww . 

2. Suppose that all arcs from  4321 ,,, wwww  belong to the same face S . Then each arc 

iw  may be bypassed by a way along iS adjacent with iw  (see fig. 1) without arcs from the set 
 4321 ,,, wwww . Consequently the set   L4321 ,,, wwww .  

3. Suppose that the faces SSSSS ,,,, 4321  are different and  21 Sw  , 43 Sw  , Sw 4 . 
Then the arc 1w  may be bypassed by a way along 1S the arc 2w  - by parts of 2S  and along 1S
around 1w  (see fig. 2), the arc 4w - along S  and the arc 3w - by a way along parts of 4S  and along 
S  around the arc 4w   (see fig. 2). Consequently the set   L4321 ,,, wwww .  

4. Suppose that faces SSSSS ,,,, 4321  are different and  
Sw 1 , Sw 2 , Sw 3 , 41 Sw  , 42 Sw  , 43 Sw  . 

Then each arc from iw , 3,2,1i , may be bypassed by a way along iS  without arcs from 
 4321 ,,, wwww . Analogously the arc 4w  may be bypassed along 4S   (see fig. 1). Consequently 
the set   L4321 ,,, wwww .  

5. Suppose that the faces SSSSS ,,,, 4321  are different and  
Sw 1 , Sw 2 , Sw 3 , 14 Sw  . 

 Then the arc 2w  may be bypassed by a way along 2S  the arc 3w  - along 3S  the arc 4w  - along 

4S  (see fig. 1). The arc 1w  may be bypassed along parts of 1S  and around the arc 4w  along 
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4S  (see fig. 2). Each way bypassing the arc iw  does not contain arcs from the set 
 4321 ,,, wwww .  Consequently   L4321 ,,, wwww .  
5. CONCLUSION 
 

So we obtain asymptotic formulas for disconnection probability of a wide variety of graphs 
with high reliable arcs. This problem is sufficiently complicated especially for the coefficient C  
because it is necessary to solve some N-P problem. But a consideration of planar graphs or graphs 
arranged on two dimensional smooth manifold without edge simplifies this calculations 
significantly. It takes place because though a problem to arrange a graph on a manifold is 
sufficiently complicated but in different applications this problem is solved by a designer without 
any calculations. 
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ABSTRACT 
 

The paper presents the results of the review of methods and models of an 
estimation and optimization of electric power systems (EPS) reliability. There are 
classification and characteristic of existing probabilistic methods used for an 
estimation of EPS reliability in the paper. The methodology of model for an 
estimation of systems reliability of EPS is described. Theoretical bases of system 
reliability optimization of EPS are stated. The description of the software 
YANTAR for estimation of EPS systems reliability is given. 

 
 
 

 
1. INTRODUCTION  

 
Providing reliability of electric power system (EPS) is a complex multifaceted problem to be 

solved at different levels of territorial, temporal, and technological hierarchy of control. The 
reliability models are mainly intended to obtain the reliability indices that could be directly or 
indirectly applied to make decisions on ensuring reliability of the entire power system and its 
facilities.  The problems of EPS reliability can be considered in terms of both estimation and 
optimization. 

 Reliability of power systems and their facilities is a complex property. It should be 
considered as a set of some single properties that are essential for a certain object. This makes the 
problem of analysis and synthesis of EPS reliability increasingly more complicated. It does not 
seem possible to create some unified model for solving all reliability problems, i.e.: 

- at all stages of control (while forecasting, designing, making decisions on expansion,  for 
long-term, short-term and current control of operation); 

- at all territorial levels (from a piece of equipment to a unit, facility and system of various 
degree of integration: regional, national, etc.); 

- for all production stages (primary energy resources, generation, transportation, conversion 
and distribution of electric energy),  division of reliability problems by production stage is topical 
due to replacement of vertically integrated systems by partly horizontally integrated sectors of the 
industry as a result of emerging market relations in the electric  power industry; 

- for all individual properties (security, longevity, failure-free operation, maintainability,  
stabilability, survivability, controllability and storability). 

Levels and stages of reliability problem solving may considerably vary in accuracy and 
completeness. Moreover, the models applied to solve one and the same problem may differ in  
completeness and accuracy in terms of initial data representation and solutions to be obtained. Thus, 
the decomposition of a unified universal model into a great number of models that solve partial 
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problems of reliability is objectively conditioned. However, the need arises to coordinate solutions 
to the partial reliability problems. 

The specific and unique nature of EPS in the majority of cases does not allow the use of 
mathematical models and algorithms intended for calculation of reliability indices that are 
suggested in the general theory of reliability. This theory is sufficiently well developed yet for a 
limited class of systems.  These models can not completely reflect the technology particularities of 
electric power systems, the great number of functions to be performed by them, numerous purposes 
they are intended for, their multiple probable states and dominating number of partial failures. This 
is why special mathematical models are developed to estimate reliability of electric power system 
facilities.  

 
The problem of power system reliability estimation is formulated and solved depending on: 
 
 the research goal; 
 the time constraints (on-line and for a long-term perspective); 
 the assumed calculated scheme (the degree of equivalenting); 
 the validity and forms of  initial information representation; 
 the nomenclature of reliability indices to be calculated; 
 the requirements for accuracy of results to be obtained; 
 the applied mathematical tools. 
 
There are a lot of techniques and methods for calculating reliability of EPS and its facilities in 

the national and international practice [1-4]. Along with a great number of “nuances” that make 
them distinct they also have certain elements of commonality and similar principal approaches. The 
diversity of mathematical models and methods makes it useful to analyze their specific features and 
potential capabilities in order to reveal the areas of their primary application. 

 
2. CHARACTERISTIC OF MODELS INTENDED TO ESTIMATE (SYNTHESIZE) 
RELIABILITY OF FACILITIES (SYSTEMS) IN ELECTRIC POWER INDUSTRY 

 
For methodological purposes all the models that are intended to estimate (synthesize) 

reliability of the EPS facilities can be classified in terms of their application in accordance with the 
criteria presented in Table 1. 

 Solving the control problems of EPS and its facilities in terms of reliability, the reliability 
indices are calculated either within an individual (independent) problem  or in the process of 
solving the main problem. 

 Individual models intended for reliability estimation (synthesis) that are applied when solving 
individual problems on EPS expansion and operation  make it possible to limit ourselves to a rough 
preliminary consideration of reliability (i.e. apply indirect standards and rules for considering 
reliability factor) but with further mandatory analysis of obtained solutions in terms of reliability. 
Here the values of reliability indices are specified only for the best variants identified. 

There can be another way of applying reliability models. The reliability optimization can be 
implemented as a software, in which an independent model can be represented by a submodule for 
reliability estimation of a variant of the considered EPS scheme. This certainly requires that the 
model should be satisfactorily fast, accurate and sufficiently complete. Such a model can be used 
within the software either in each iteration or at the final stage of formation of some variant. 
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Table 1. Classification of reliability models of power systems and their facilities 

Type of model 

Extent to which 
influencing factors 

are taken into 
account 

Accuracy of 
considered factors  

representation 

Speed of 
software 
applied 

Purpose of model 

Independent reliability 
model 

Virtually  completely Most accurate 
representation 

Low or 
average 

Study of reliability properties of 
EPSs and their facilities, as well as 

properties of respective models 

Sufficiently 
completely Sufficiently accurate Average 

Comparative analysis of reliability 
of variants of synthesis of facilities 

to be controlled 
           ------------------------ 

Reliability optimization of EPSs 
and their facilities 

Reliability  model as part 
of optimization model for 
solving a specific control 

problem 

Sufficiently 
completely Approximate Sufficiently 

high 
Reliability estimation in the 

process of optimization calculation 

Insufficiently Approximate, even 
rough High Approximated  consideration for 

reliability in optimization model 
 

Independent models are essential when studying reliability as a property of facilities and 
systems in the electric power industry. Along with comparative analysis of the variants these 
models can be used in two more aspects shown in Table 1. The studies conducted give an 
opportunity to formulate new problems in a more substantiated way. 

 
3. CHARACTERISTIC OF THE MAIN METHODS APPLIED TO ESTIMATE 
RELIABILITY OF ELECTRIC POWER FACILITIES AND SYSTEMS (Table 2) 

 
The methods underlying the models intended for estimation of reliability of power systems 

and their facilities are known in the general theory of reliability, but their application in this case is 
somewhat different. 

The studies on reliability are characterized by application of a great number of various 
methods. 

When solving any problem, including the problem of EPS reliability estimation, the 
preference for the method to be applied should be determined by the content of the problem solved. 
Here, in every case the objective is to obtain a sufficiently fast and convenient computational 
software that generates satisfactory results. 

All the methods can be classified by several principal features. And first of all in terms of 
information support and the mathematical tool applied for estimation of reliability indices. 

  The following two groups of methods are suggested: the methods for experimental 
reliability estimation (group A), and the methods for reliability calculation and forecasting (group 
B) (Table 2, column 1). 

  Methods for experimental estimation of reliability (group A) are based on the study of 
results obtained during special tests (”tests for reliability”) that are carried out at facilities 
themselves or their physical analogues. Special tests are taken to mean the process of determining 
or checking reliability indices by experiment. The main objective of such tests is to create an 
information basis (i.e. to obtain more complete and reliable data on the facility as a physical reality, 
however, the representativeness of the data is limited). Experimental determination and check of 
reliability indices can be carried out at all stages of control: designing, manufacturing and operating, 
but not for all facilities. The database in question can be used for calculation methods intended for 
analysis and synthesis of reliability or for industrial control of the reliability level to be provided. 

 A special place in this group is occupied by the methods for studies to be conducted while 
carrying out the tests of physical-chemical and other causes of failures that require multi-purpose 
experiments under certain conditions. 
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Table 2. Classification of methods for determination of reliability indices of power systems 
and their facilities 

Groups Classes Types Primary application 
A. Methods of 
experimental 

reliability estimation 

I. Tests for reliability 
of  a real facility 

1. Long-term tests Determination and check of EPS 
equipment reliability 2. Accelerated tests 

B. Methods of 
calculation-based 

reliability 
determination 

II. Methods that do 
not require  modeling 

a facility by 
component 

 

3. Retrospective methods Short-term EPS operation 
scheduling 

4. Extrapolation methods Prospective and long-term 
expansion planning of power 
systems and their  facilities 5. Expert methods 

III. Methods based on 
modeling a studied 

facility by component 

6. 
Deterministic 

methods 

6.1. Methods of physical simulation 

At all territorial levels temporal 
stages of control of EPS 

expansion and operation as a 
main or an auxiliary tool 

6.2. Criterion  n–i 
6.3. Method of the worst case 

6.4. Standardization 

7. Probabilistic 
methods 

7.1. Analytical methods 
based on representation of 
real stochastic phenomena 

by 

a) random 
events 

b) random 
processes 

7.2. Statistical methods 
based on representation of 
real stochastic phenomena 

by 

a) random 
events 

b) random 
processes 

 
Methods for reliability calculation (group B) are used to determine numerical 

characteristics of reliability of an object to be studied under known structure,  operating conditions 
and reliability indices of its components. 

The methods are divided into classes depending on the methodological principles and 
mathematical tools applied (Table 2, column 2): 

I. Tests for reliability are subdivided into long-term and accelerated (Table 2, columns 2 and 
3). The main principle of long-term tests is restoration of real conditions of facility operation. 
Accelerated tests are characterized by short-term facility operation under large loads with a view to 
receive the required information on reliability in the maximum possible short period of time 
(compared to the operating conditions). 

II. Methods that do not require a detailed (by-component) modeling of the facility: 
 The retrospective methods are based on generalization of the previous experience; 
 The extrapolation methods are based on the analysis and forecasting of the existing trends; 
  The expert methods are based on the knowledge, experience and intuition of experts. 
 These methods are used in forecasting to estimate numerical reliability indices of a facility 

under conditions of incomplete certainty of both quantitative reliability characteristics of 
components constituting the facility and conditions of its operation. 

III. Methods based on the by-component modeling of an object to be studied. These methods 
are subdivided into the so called deterministic and probabilistic. The probabilistic methods include: 
analytical methods based on 1) functional relationships in the form of mathematical dependences, 
2) analytical expressions of probabilistic processes, 3) complete or reduced search of potential states 
of an object, and “statistical” methods that are based on the Monte-Carlo method and 
pseudostatistical methods of LPι programming type, etc. On the other hand the probabilistic 
methods can be based on representation of stochastic phenomena by random events or random 
processes. This class also includes the methods of physical simulation that require mostly by-
component representation of a complex facility. 

 Further we will present a short characteristic of the methods in terms of their types and 
areas of primary application (Table 2, columns 3 and 4). 
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 Methods of group A (Table 2) are not widely used for well-known reasons (unique nature 
and other specific features of EPS). Special tests for reliability require either very long tests of a 
small number of components, or short tests of a rather large amount of equipment (facilities). For 
most of electric power facilities none of the foregoing is acceptable for economic reasons and for 
the reason of uniqueness of certain types of equipment (facility). According to the rules existing in 
the electric power industry development tests of facilities are carried out to reveal and eliminate 
design shortcomings rather than estimate reliability.  

However, the method of long-term tests is applied in the electric power industry in the form of 
analysis of operation experience (statistical data) of real facilities (systems) and their equipment. 
For these reason EPS  should have information systems and reliability services, besides, great and 
laborious work should be carried out to collect, process, store and use the data on reliability of 
electric power facilities. 

Application of accelerated tests in electric power industry is limited by the level of simple 
equipment and individual nodes, and components of more complex equipment. 

Methods of group B are preferred for use in the models for reliability estimation of power 
systems and their facilities because of their commonality, rigor and lesser dependence on subjective 
factors. These methods are used at all territorial and temporal levels as a main or an auxiliary tool. 

The methods that do not require by-component modeling of an object to be studied are 
divided into the following types (Table 2, p.II (3,4,5): 

II.3. The retrospective methods are calculation methods intended for reliability estimation. 
They are based on the analysis of previous operating experience of a facility and reasonable use of 
this experience to forecast the conditions of its expansion. In doing so most often the experimental 
planning method and regression analysis are applied. 

These methods can be applied provided the properties and structure of an object are 
sufficiently stable over time, which is generally characteristic of power systems and their facilities. 
The primary application area of these methods is analysis of power systems or their individual 
components operation, which is aimed at prospective and long-term planning of their expansion. 

II.4. The extrapolation methods are the methods intended for forecasting reliability. They 
are based on the analysis of change in reliability indices of  the facility operation depending on 
change in its individual parameters or operating conditions. These methods are widely applied to 
forecast reliability of EPS equipment.  They are also sometimes applied to estimate reliability of 
facilities, subsystems and entire systems. The methods suggest using representative statistical data 
that are collected over a long-term period of time or concern a large number of facilities. However, 
power systems as objects to be studied change over time in a very complex way, therefore there are 
problems with accuracy of the results obtained, particularly when reliability of EPS facilities is 
estimated for a remote future. 

II.5 Application of the expert methods is sensible in the cases where the process of 
determining reliability can not be formalized or the data on the facility expansion are very much 
uncertain.  

The methods based on the by-component modeling of an object to be studied are divided into 
two large classes: deterministic and probabilistic (Table 2, p.III 6,7). 

III.6. The deterministic methods are the methods and criteria for analysis and synthesis of 
reliability of a facility (system) which do not suggest modeling the probabilistic characteristics of 
failures of the facility components but are rather intended for analysis of the facility capability to 
resist any disturbance from an a priori specified class, i.e. operation of the facility after such a 
disturbance should meet the required conditions and parameters. For power systems and their 
facilities these are admissible levels of voltage, frequency, equipment loading, shortage-free 
operation. We will dwell on some of the deterministic methods.   

III.6.1. The methods of physical simulation can be applied for experimental estimation of 
reliability, particularly at a system level. However, this possibility so far has been used only for 
studying individual states or operating conditions of a system in deterministic form, for example 
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when studying survivability. And it will hardly be widely used for probabilistic analysis due to 
complexity of such kind of experiments. 

III.6.2. Reliability of a facility at failure of any i components (reliability by the criterion 
(rule) n-i) is the property of the facility to perform the main functions, when i = 1, 2, 3 … 
components out of n fail. Here loading of all components should lie within the admissible limits, 
and state variables should not go beyond the standard ranges, however, decrease in the efficiency of 
facility operation is as a rule allowed (increase in fuel consumption, power losses, etc.)  

III.6.3. The “worst case” method suggests that a facility should perform its functions in the 
situation where mix and parameters of its components, taking into account operating conditions, 
have limiting values.  

 III.6.4. Standardization suggests that reliability factor is taken into account by applying the 
rules and reliability indices specified for structure and parameters of a facility. 

III.7. The probabilistic methods are the methods and criteria that can be used to estimate 
how often and for how long a facility (system) will be unavailable due to failures of its components. 
This estimation should certainly include modeling of probabilistic processes in the system and 
probabilistic characteristics of failures of components. The probabilistic approaches are considered 
to provide more versatile, deep and accurate characteristics of facility reliability as compared to the 
deterministic methods, however they are more complex and labor intensive. 

III.7.1. The analytical methods of reliability calculation employ as a rule the main principles 
of probability theory, combinatorial analysis, algebra, logics, queuing theory, etc.  

The analytical methods, with available mathematical description of functional relationships 
between individual factors, allow one to solve any problem related to estimation of reliability in the 
electric power industry with a required accuracy. The absolute advantage of these methods over the 
other methods in practical application is diminished by the following factors: the absence of 
description of functional relationships or its awkwardness in some cases; “the curse of 
dimensionality” that makes it impossible sometimes to carry out computations even with modern 
computers within an acceptable time; difficulties, related to computation of some indices. 

III.7.2. The statistical methods are the methods intended for calculation of reliability on the 
basis of statistical modeling, where the main processes of the facility operation, including stochastic 
ones are represented by a probabilistic model tested many times. These methods are in fact the 
methods of “mathematical test for reliability”.  

 The statistical methods are used in the cases where there are obstacles to application of the 
analytical methods. In these methods the factors that determine EPS reliability are taken into 
account relatively easily and the constraints on the form of distribution laws of the considered 
events are not imposed. The required accuracy of the obtained results is sometimes achieved 
through a considerable increase in the number of experiments which decreases the merit of these 
methods. The research dealing with search of new techniques and methods of “playing” various 
states remains urgent. 

The methods (analytical and statistical) that are based on representation of probabilistic 
phenomena in the form of random events are used in the reliability models more often than the 
methods based on the notion of random process. This is explained by the fact that many phenomena 
in EPS can be described at the level of random events, and the mathematical tools for random 
events are better developed and simpler.  

Nevertheless, the reliability models employ the analytical and statistical methods that are 
based on representation of real stochastic phenomena by random processes, for example, the 
analytical methods based on combinatorial approach, the Markov and semi-Markov circuits, and the 
statistical methods based on statistical modeling. The methods based on the analysis of random 
processes in combination with statistical modeling on fast computers make it possible to obtain a 
more complete and sometimes more accurate information on reliability of a studied facility, which 
is necessary due to constant expansion and complication of power systems. 

 Classification of the methods could be continued at a lower hierarchical level. However, the 



Kovalev G., Lebedeva L., Krupeniov D. - MODELS AND METHODS FOR EStimation AND OPTIMIZATION OF ELECTRIC POWER SYSTEM RELIABILITY 

 
RT&A # 02 (21)  

(Vol.2) 2011, June 
 

 

98 

practical value of this classification will not be high. At this level we would have to characterize a 
constantly expanding set of applied methods that differ in formalization of techniques intended for 
representation of operating conditions, structure of systems, characteristics of components,   and 
simplifications and assumptions made. 

 For example, the following modifications of the analytical methods are observed:  
 the logic-and-probabilistic methods (functions of the algebra of logic, table  logic method, 

the “fault tree” method), in which the structure of facility and specific features of its operation are 
described by means of the algebra of logic and reliability is calculated with the help of probability 
theory. The table logic method is a partial case for the method of random events, based on making 
up tables or matrices of  relations between operating conditions of a facility, failures of its 
components and failures of the entire facility; 

 the method of structural schemes (flowcharts)  employs the conditional graphical 
representation of system components and relations among them (a structural scheme). The 
reliability indices are calculated with the help of graph theory or by sequential equivalenting.   

 the phase-space method  studies a random operation process of a complex facility on the 
phase space, i.e. a set of states that differ in the mix of  faultless and faulty components; 

 the Markov process method (the state-space method)  is a particular case of the phase-
space method, in which the process of object operation is described by a system of differential 
equations for transitions of components from one state to another;  

 the network method (the method of minimum paths and cutsets); 
 the topological methods, 
etc. 
The statistical methods include: 
 the functionally statistical method, in which the system operation process is described by 

the probabilistic model tested on computer many times; 
 the logically statistical method, in which the system structure and specific features of its 

operation are described by means of the Boolean algebra and reliability is calculated by statistical 
modeling; 

etc. 
The methods for reliability calculation also differ by whether or not they consider the 

equipment restorability, whether they consider only the time instants of failure occurrence or failure 
states of an object.  Besides they differ by optimization methods of deficient conditions, etc. 

Note that classification of the methods in Table 2 is formal and abstract in a sense. In practice 
one and the same model can combine different methods, each being applied to solve particular 
subproblems. Experience shows that such models prove to be most acceptable in terms of required 
accuracy and speed of calculations.  

In recent past the described methods and models were applied only to study reliability in 
terms of failure-free operation and maintainability (restorability), however their use in the study of 
other single properties of reliability is becoming increasingly frequent.  

When constructing corresponding models it should be remembered that the single properties 
of reliability that are important for EPS have different degrees of significance.  Therefore, there 
should be a certain order in their studies. 

This is not so important for operating systems and each property can be estimated 
(synthesized) separately. In designing, however, the order of providing single properties is essential. 
It is senseless, for example, to provide high survivability unless the required level of security, 
longevity, failure-free operation, maintainability and stabilability is provided.  

It is known that: 
- the single properties are interrelated and interdependent; 
- the relative cost of ensuring a required level of certain single properties is different; 
- with the single properties ranked  in a proper order the cost of providing  every subsequent 
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single property  is lower  if all previous properties are provided. 
Hence, the rational sequence of single reliability properties of EPS should be as follows: 
1. Security. 
2. Longevity. 
3. Failure-free operation. 
4. Maintainability. 
5. Stabilability. 
6. Survivability. 
7. Controllability. 
8. Provision with resources. 
9. Storability. 
The temporal aspect of reliability is characterized by such notions as adequacy, security, 

current (switching) reliability, etc. The above described models and methods can also be applied to 
them, yet considering a specific character of the problem solved.  

Reliability estimated on the basis of one or another model is “calculated” reliability that 
cannot exactly coincide with actual reliability of an object. It will only roughly correspond to it 
because of assumptions and simplifications made in the model. Therefore, from a set of models one 
should choose those which could have a status of   “normative models”. Application of such models 
in relevant calculations would make it possible to compare reliability of objects on a normative 
(“legal”) basis. 

 
4. THE MODEL FOR ESTIMATION OF FACILITY RELIABILITY 

 
Generally, the model for estimation of facility reliability consists of three modules: 
1. The module for probability estimation of the considered calculated object states. 
2. The module for optimization of object operation in the calculated states determined in the 

first module. 
3. The module for determination of reliability indices of an object by the data obtained in the 

first two modules. 
All the above methods are applicable in the first module intended for solution of the reliability 

estimation problem. 
In the module for optimization of operation (module 2) under liberalization of market in the 

electric power industry along with technical requirements it is necessary to take into account the 
contract obligations to be fulfilled by different production stages of the system (production, 
transmission, distribution) while interacting with each other. Reliability estimation in the system 
should be oriented to the market and profit and hence the corresponding reliability indices should be 
determined. This module is central in the reliability estimation model. Greater requirements are 
placed on it in terms of complete consideration of the main factors, accuracy and high speed. 

The third module of the model has no special complexities and is an ordinary solver using 
the calculation results obtained in the first two modules. 

For the horizontally integrated system of EPS control the reliability estimation problem can be 
supplemented by estimation of contribution made by each production stage of EPS to the system 
reliability. Since the number of economic entities taking part in the market is great solving this 
problem will make it possible to determine the boundaries of their responsibility for reliability and 
adjust reliability of individual production stages of EPS to the required system reliability index. 
Among the production stages of particular interest are the stages of the main EPS structure, namely 
the stage of electricity generation and transmission (a network stage).  
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5. RELIABILITY OPTIMIZATION OF LARGE EPSs 
 
Consider reliability optimization of large EPSs in greater detail. Large EPSs are the 

systems, whose calculated schemes consist of sets of power nodes connected by transmission lines 
with limited transfer capabilities. Power nodes are represented by concentrated subsystems with 
generalized load and generating facilities, and the internal network in them does not impede power 
transmission from power sources to load buses in all possible conditions. Large EPSs (in particular, 
UPS of Russia or even interstate interconnections) make it possible to achieve a certain economic 
effect due to mutual assistance (in comparison with their isolated operation). The mutual assistance 
is provided owing to creation of intersystem lines with sufficient transfer capability. Therefore, the 
optimal value of generation capacity in the interconnection and its distribution among EPSs are 
determined jointly with transfer capabilities of tie lines.  

The computational model for optimization of a large EPS expansion variant in terms of 
reliability is intended to choose the main structure of EPS and includes both the optimization of 
generation capacities and transfer capabilities of tie lines, and the stage of EPS provision with 
primary energy resources. In the general case the constraints on all types of resources (material, 
manpower, financial) should be taken into account.    

The model should envisage two criteria to consider reliability. These are 1) technical and 
economic minimization of discounted costs of backing up capacity, primary energy resources and 
networks with account taken of compensation for the probable economic loss because of unreliable 
electricity supply to consumers and 2) provision of a standard reliability level. 

Technical and economic optimization of reliability must be based on the following principles. 
The optimal reliability level of the multi-nodal EPS corresponds to the minimum total 

discounted costs: 
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at all M nodes of a system; 

reloss  – specific value of the averaged loss due to interruptions in electricity supply to 
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The aim of the calculations is to obtain the values  E

m
G
m R,R  and L

nR  for all nodes and lines, 
that meet condition (5). 

In the optimization calculations based on set (standard) reliability indices the optimality 
criterion looks as follows. 

The optimal reliability level corresponds to the minimum costs  
minC+C+C=C ELG →Σ         (6) 

at M1,=m,П=П mstandm  or M1,=mmax→Пm  at constraints on resources 

when provision  of M1,=m,П=П mstandm  is impossible, i.e. when the problem of optimal 
distribution of limited resources is solved.  

Here П – calculated reliability index, Пstand m –  standard value of this index. 
As in the first case (estimation of loss due to electricity undersupply) in the second case 

(direct use of standard reliability index) the calculation of reliability indices is a submodule of the 
optimization model of EPS.  

Along with special optimization programs that contain a module for reliability estimation the 
independent interactive models can be used for reliability estimation for optimization purposes. In 
some cases this produces a positive effect (the number of iterations decreases, the accuracy of 
reliability indices increases). 

Nowadays the estimation models applied in optimization programs should satisfy the 
requirements presented below. 

The estimation model for calculation of EPS reliability indices is recommended when the 
temporal or resources constraints are insufficient to completely provide economically sound 
standards of redundancy and the choice of measures to provide reliability is so limited that only 
several alternative variants can be formed by expert. In such cases the estimation model is applied 
to technical analysis of the variants. The analysis results in calculation and comparison of the 
obtained reliability indices with the standards. As a rule, preference is given to the variant with a 
higher reliability level and lower costs.   

A specialized estimation model should calculate reliability characteristics of large EPS that 
can be represented by any calculated scheme, in particular a mutiloop one with limited transfer 
capabilities of tie lines connecting nodes. The model should calculate current and capital  
maintenances. Also the calculated operating conditions generated in the model should be optimized. 

The results obtained with such a model should include: 
a) reliability indices; 
b) the values of calculated reserves of different types; 
c) the values of maximum load of tie lines for mutual redundancy of EPS and the functions 

of load distribution for these tie lines;  
d) the values of required primary energy resources (water for HPP and fuel for TPP); 
e) the estimates of deficiency of basic resources (generation capacity and primary energy 

resources at nodes and transfer capabilities of tie lines) for ensuring reliability. 
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The information obtained should allow an expert to thoroughly analyze the calculated 
reliability as a property of the concrete EPS in the considered specific conditions and detect 
available “bottlenecks” in EPS in terms of reliability. 

Since the estimation program makes it possible to consider all possible system states and 
operating conditions, the obtained characteristics of power flows by tie lines represent sufficiently 
full information about their loading and do not require specification by analysis of calculated long-
term and maximum conditions, as is the case with simplified techniques. 

Characteristic of the software YANTAR to be considered as an example of EPS modeling for 
reliability calculation  is presented below [5]. 

 
6. THE SOFTWARE YANTAR 
 
 6.1 The software goal 
 
The software YANTAR is intended for reliability estimation in terms of failure-free operation 

and maintainability (restorability) of large EPS of any (radial, looped) multinode calculated scheme 
with limited transfer capabilities of tie lines among nodes. The problem is solved for the conditions 
of long-term planning of operation and expansion at the levels of Unified, interconnected and local 
power systems. 

In the interactive mode the software YANTAR optimizes the value and allocation of 
generation capacity reserves, transfer capabilities of tie lines and reserves of energy resources in 
terms of reliability factor. 

 
6.2 Required initial data 

 
 The calculated EPS scheme (equivalent nodes and tie lines among them); 
 Characteristic daily load curves at each node referred to common time, duration of the 

corresponding calculated intervals; 
 Mean square deviations of loads from regular hourly values; 
 Monthly maximum load curves by node; 
 Composition and parameters of generation units  for each node  and each calculated 

interval; 
 Composition and parameters of transmission lines for each  line in each calculated 

interval; 
 Probabilities of emergency outages of generators and transmission  lines; 
 Standards for current maintenance of  EPS components  during a year; 
 Standards for capital and medium maintenance of the EPS components during a year; 
 Limitations on the use of primary energy resources (fuel for TPP and water for HPP); 
 Specific discounted costs of  EPS equipment by node and by tie line; 
 Compensation costs due to electricity undersupply to consumers by node.  
 

6.3 Calculation results 
 

The reliability indices for nodes and the whole system for each considered interval and the 
whole year are:   

 Probability of shortage-free operation; 
 The coefficient of electricity provision for consumers; 
 Mathematical expectation of electricity undersupply;  
 Mathematical expectation of power shortage. 
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The values of calculated reserves of different types for nodes and the entire system are: 
 Reserve intended for capital (medium) maintenance; 
 Reserve intended for current  maintenance; 
 Reserve for updating; 
 Operating reserve; 
 The total volume of reserves of all types; 
 
Results of the calculation also include; 
 The values of additional transfer capabilities of tie lines to provide mutual redundancy of 

EPS; 
 The functions of load distribution among tie lines during a year;  
 The values of required primary energy resources. 
 The dual (objectively conditioned) estimates of deficiency of main resources (generation 

capacities and energy resources at nodes and transfer capabilities of tie lines) to ensure reliability of 
electricity supply to consumers. 

 
 

6.4 Solution method 
 
The problem is solved by the simulation modeling of EPS operation for the considered period 

(year). The series of capacity distribution among generators at nodes and transmission lines in tie 
lines are calculated for their emergency outages. Binomial expression is applied as generating 
function. The state of loads and capacities of system facilities are obtained by the Monte Carlo 
method. The calculated operating conditions are optimized by the interior point method [6], where a 
principle of minimization and distribution of capacity shortage among nodes is used as a functional. 
The principle is chosen in accordance with specific features of the problem from the following four 
variants [7]: 

 in proportion to loads at nodes; 
 in terms of power losses in transmission lines and damages caused by power undersupply 

by node; 
 in terms of electricity price  in regional markets and its production cost; 
 in terms of electricity price  in the spot and wholesale markets. 
The model also calculates capacities and mix of units under current and capital (medium) 

maintenance in each calculated interval by the known techniques.  
The module for optimization of the calculated EPS state in which account is taken of the 

wholesale electricity market characteristics is described as an example. 
The operation optimization problem can be formulated as follows: 
For the known values of available generation capacity, specific costs of electricity generation,  

required levels of load supply and coefficients of load significance  at nodes, specified transfer 
capabilities of tie lines and coefficients of power losses in them, as well as for the values of 
electricity tariffs for the internal market of each power node and external wholesale markets  

determine the value of loading of generating facilities and the values of load covered at nodes 
according to the given optimality criterion in terms of constraints on the ranges of possible changes 
in generation capacity and loads at nodes, power flows over tie lines and power balances to be met 
at nodes in terms of power losses in the networks. 

Mathematical formulation of the problem and a method suggested for its solution. 
The calculated scheme of EPS is represented as a connected graph with M nodes 

(vertices) and N ties (arcs) among the nodes. Each node is characterized by the amount of 
required load l

mP  and the value of operable generation capacity g
mP , and each tie – by the 



Kovalev G., Lebedeva L., Krupeniov D. - MODELS AND METHODS FOR EStimation AND OPTIMIZATION OF ELECTRIC POWER SYSTEM RELIABILITY 

 
RT&A # 02 (21)  

(Vol.2) 2011, June 
 

 

104 

transfer capabilities in the direct and reverse directions nP  and nP  respectively, and by the 
loss factor nlossK . 

Denote the covered load power at the m-th node by l
mP , the generation capacity 

participating in load meeting by g
mP , the flow along the n-th tie by nP . The optimization 

problem functional of any (deficit and deficit-free) system condition is described by the 
following expression: 
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N0 – set of ties, which are used by the m-th node to sell (buy) the electricity of the 
higher-level wholesale market as compared to the local (internal) market. 

In functional (1) there are the following technical and economic coefficients: 
сm – price of electricity supplied to consumers at node m (Rub/kWh); 
ce – electricity price in the wholesale interregional market (Rub/kWh); 
dm – costs on production of 1 kWh of electricity at the corresponding node (Rub/kWh); 
gm – cost of fuel used for generation of 1 kWh of electricity (Rub/kWh); 
fm – specific loss, compensation costs or penalties due to electricity undersupply 

(Rub/kWh). 
In functional (1) dimensionality is violated, as far as the costs per 1 kWh are multiplied 

by the capacity (kW), this being its specific feature. The time for existence of this condition 
that is common for all functional components is factorized and determined beyond the 
considered optimization block of the software package. 

In general the optimal solution can be obtained for real relations between the functional 
coefficients fm>cm, cm>dm, dm>gm in the majority of system nodes. 

Based on the calculation of operating conditions that were made with the model we can 
obtain: 

   Price  of electricity supplied to consumers; 
   Loss due to electricity undersupply; 
   Electricity production costs; 

   Economic benefit  for the entire system and for nodes; 
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   Commercial benefit (profit) for the entire system and for nodes (power companies). 
 The form of functional (1) may vary depending on conditions of the competitive market 

operation and a set of its players. 
 The results of the analysis of all calculated conditions are used to calculate reliability 

indices (p.3). 
 The software is developed in Windows OS in the Fortran programming language in batch 

mode. The maximum parameters of the calculated scheme are 100 nodes and 160 tie lines. 
 

7. CONCLUSION 
 
 Objectively there should be a great number of reliability models. This is associated with a 

great number of control problems solved in terms of reliability at different territorial, temporal and 
production levels. 

Vertically integrated systems focus on technical and economic aspects of control. 
For the liberalized market environment the models should be supplemented by the methods 

for solving financial problems, the problems of competition among numerous independent market 
players, etc. 

Thus, the need arises to solve the problem of coordination of reliability solutions for different 
levels and stages. 
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