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e-mail: toe-onpu@ukr.net  

 
 
 

ABSTRACT 
 

The article describes the main provisions of the new theory of software reliability, which is not based on 
probability theory and the theory of non-equilibrium processes. Emerging from the operation of software systems, 
defects are considered as the result of the forward and reverse defect flows. Relations are developed to predict the 
number of identified and introduced to system defects and they are opening the possibility of modeling the reliability of 
software systems, taking into account the secondary defects. It is shown that the majority of existing software reliability 
models can be derived from the provisions of the dynamics of software systems.  
 
 
1  INTRODUCTION 
 

Software reliability is the most confusing and intriguing area of general reliability theory. On 
the early stages of its development this theory was based on the probabilistic reliability concepts. 
The main features of software reliability are: stochastic nature of failures, time dependence of 
failures and independence of failures from other ones. However, various attempts to create a single 
universal model that describes defects exposure law on this conception have failed. Now there are 
more than twenty different models that are trying to describe the same physical process – software 
defects exposure. Naturally, such diversity shows that this theory requires a thorough revision.  

One of the most influencing reliability experts Igor Ushakov wrote (Ushakov 2006): “Errors 
caused by software have no stochastic nature: they will repeat as soon as some conditions will be 
repeated. Errors of software, in a sense, are not “objective” – they depend on type of operations, 
type of inputs and, at last, on type of users”. And later: “… attempts to put “hardware reliability 
shoes” on “software legs” are absolutely wrong and, moreover, will lead only to a logical dead 
end”. 

Other opinion through software reliability is: “It should be stressed that so far the theory of 
software reliability can’t be regarded as an established science. … one can ascertain the presence of 
a substantial gap between theory (mathematical models and methods) and practice” (Kharchenko at 
al. 2004). 

Six years ago, in 2012, Igor Ushakov wrote (Ushakov 2012): “One thing is clear: software 
reliability specialists should distinguish their reliability from hardware reliability, develop their own 
non-probabilistic and non-time dependent mathematical tools”. 

This article is devoted to the new non-probabilistic approach to the software reliability 
problem. 
 
2  DYNAMIC THEORY OF THE SOFTWARE SYSTEMS: 

FUNDAMENTALS 
 

Theory of the Software System Dynamics (SSD) considers a software system (SS) as an open 
non-equilibrium system that interacts with the environment. Subject area of the SS is considered as 
the environment. Non-equilibrium system is a system which has gradients of certain properties of 
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the system, such as concentration, temperature, etc. In SSD the number of defects in the systems at 
any given time is considered as such property. In the general theory of non-equilibrium processes of 
physical nature of the subject matter of these properties, which are called "thermodynamic 
potentials" (Onsager 1931), does not matter. The only important thing is that their gradients that 
play a role of forces exist in the system. Under the influence of these forces there are flows that are 
designed to bring the system to equilibrium with its environment. The dynamics of such a system 
are determined by the spatio-temporal distribution of these flows, with their values at each physical 
point. 

For the SS the concept of "space area" is possible only in the sense of "within" or "outside" 
the system and the notion of a physical point generally cannot be used. Therefore, with respect to 
the SS one can only talk about the patterns of distribution of flows over time. The openness of the 
SS is determined by the nature and extent of its relationship with the environment, which serves as 
the subject area of the system, and the level of equilibrium is determined by the number of defects 
contained in the system. In this case subject area itself is accepted as the etalon, that is, by definition 
it does not contain defects. 

Let’s denote the number of defects contained in the SS at the specific time t as f or f(t). 
SSD is based on the following hypothesis: 
1. SS is an open non-equilibrium system that interacts with its subject area according to the 

laws of the non-equilibrium processes. 
2. The state of the SS is characterized by a special state function – the number of the defects 

contained in it.  
3. Disappearance and appearance of defects in the SS is the result of the joint action of the 

direct (output) and backward (incoming) defect flows. 
4. The intensity of each flow is proportional to the number of defects, forming the flow. 
5. All defects are equal and participate in the formation of the flow in the same way, 

regardless of the causes, location, and type of defect and the possible consequences of its 
manifestation (the principle of equality). 

6. Function f(t) is differentiable on the whole domain (the principle of continuity). 
The basic concept SSD is the concept of software defect flows. Each defect is seen as an 

integral part of the total flow, which obeys not the laws of the theory of probability but the laws of 
emergence and evolution of the flows in non-equilibrium systems. Emergence of the defect flows in 
the SS is shown at Figure 1.  

Figure 1. Defect emergence in the SS. 
 

During operation of the SS defects lead to the fact that result, which produces its software, 
does not meet the outcome that is expected by subject area. This discrepancy is detected by the user 
which is in contact on the one hand with the SS, on the other – with its subject area. Thus, the user 
acts as the first, error detector, and secondly – a sort of "contact surface" between the SS and its 

 

Software 
System 

Subject Area Detection Correction 

Creation 
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subject area. We assume that the user is ideal, that is, detects and records each defect at the time its 
manifestation.  

In the process of fixing the defect disappears from the SS due to changes made in its code. 
This loss can be considered as a result of the removal of defects from the SS. Considering this 
process in time, we have the flow of defects from the SS out through the "contact surface" - the 
user. These streams are shown in Figure 1 are shown by arrows "Detection" and "Correction". 

In the process of fixing defects in the SS is possible to introduce additional "secondary" 
defects. The process of introduction of the secondary defect may be regarded as the second, 
counter-flow of defects, which operates in the direction from the subject area to the SS. 

The flow of defects will be numerically characterized by the speed (intensity) of the flow, 
which can be determined by hypothesis 6 (principle of continuity). Taking into account only the 
output stream, SS is characterized by a number of defects, which are contained in the system – 
coordinate f(t). It can be considered as having only one degree of freedom and is described by the 
differential equation of first order. In the case of taking into account of the second process - 
introduction secondary defects, its coordinate is their current number – f2(t). In general, taking into 
account both processes we obtain two coordinates, which characterize the effect of defects in a 
software system – f1(t) and f2(t).  SS in this case should be considered as a system with two degrees 
of freedom and described by differential equations of second order. On this basis, we introduce the 
concept of the order of the SS model.  

Definition. The order of the SS model is the order of a differential equation, which in this 
model describes the variation of the number of defects over time.  
In the non-equilibrium dynamics by the flux vector j of some value f we consider a vector, 

whose modulus is equal to the value f transferred during a unit of time through the unit area dS 
perpendicular to the direction of the transfer x: 

dSdt
dfj


 , 

and the direction – the same as the direction of transport [6]. The very flow of value f in this case 
corresponds to the integral   

dt
dfdSjJ

S
  . 

This expression makes it possible to avoid the use of the concept of area, indeterminable for the 
SS.  

In reliability theory, the value of  j has a corresponding failure rate λ: 

dt
df

 . 

 
3  DEFECT FLOW IN THE FIRST-ORDER SS MODEL  
 

The one-dimensional system – is the simplest case SSD. It is assumed by almost all currently 
available software reliability models, based on the traditional theory of reliability. Therefore, 
walkthrough of the dynamics of the SS will start with such one-dimensional case. 

We assume that the software system has only the direct flow of defects, ie, the flow is directed 
from the SS. The statement of the uniqueness of the flow is equivalent to the following two 
assumptions of most well-known software reliability models (Lyu 1996): 

 when an error occurs it is corrected before the discovery of the next; 
 new defects are not introduces during the fixing of existing ones. 
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Indeed, the first assumption is actually equivalent to the presence of the defects flow (they are 
fixed, that is, cease to exist, are removed from the PC), and the second assumption says that there is 
no flow of secondary defects. 

The flow of any scalar value in a non-equilibrium system only occurs by the action of the 
driving forces behind this flow (Prigogine 1991). As a driving force in continuous systems there is a 
gradient of the potential of the corresponding value, and in discontinuous – the difference of 
potentials at the contact boundary. SS, as shown in Figure 1, should be seen as a discontinuous - 
there are defects within the system, and in the environment they are absent. From this it follows that 
the potential at the contact boundary changes abruptly. Given the lack of defects in the external 
environment, we can take the potential of defects of this medium to be zero. Then, according to [9], 
the flow of primary defects, being the value of  f1, can be represented as: 

11  G
dt
df1 ,      (1) 

where G1 – aspect ratio, and φ1 – the potential of the defects in the SS. "Minus" sign in the formula 
(1) says that the flow is directed toward decreasing the potential, that is, from the SS to the external 
environment. 

Between potential φ1 and its corresponding value of f1 there is a relation 
11  Cf1 ,      (2) 

where ratio C1 will be called as a defect capacity of the system regarding to the value f1. Therefore, 
considering (2), defined 

1

1
C
GA1  , 

the equation (1) can be represented as 

11 fA
dt
df1  .      (3) 

Let us explain the physical meaning of the coefficients G1 and C1 for the SS. In the theory of 
non-equilibrium processes the coefficient 1G  is called the conductivity of the system with respect to 
value f1.  From equation (1) it follows that for a constant value φ1 the rate of detection of the 
primary defects is directly proportional to size G1. In the real SS rate of detection of defects is 
directly proportional to the frequency of calls to the system. Therefore, the conductivity G1 in (1) 
can be interpreted as the frequency of user calls to the SS. In this case we mean an "ideal user", 
each time specifying a different, in general case random set of input data. In fact, approaching the 
ideal can be considered as staff members, each member of which works with its narrow set of data 
sets. Thus, as the conductivity G1 in the SS we take the rate of the access, and conductivity itself has 
a dimension of s-1. Potential φ1, because of this, must be dimensionless. 

Defect capacity C1 shows how a number of the defects in the SS should increase to that their 
potential φ1 grows by one. Keeping in mind that φ1 is dimensionless; defect ration is dimensionless 
as well. Defect ration of the SS can be understood as the maximum possible defect number which 
can be contained in the analyzed system. 

Equation (3) is a homogeneous linear differential equation. Its solution can be obtained in the 
form 

  tA
1 eFtf  10 ,      (4) 

where F0 – initial number of defects in SS at the start of research. 
According to the formula (4) the number of defects that remain to SS at the time t shall be 

calculated. As shown (Lyu 1996), the most convenient for experimental determination of the 
dependence of the total number defects identified in the system at the same time (cumulative 
number of defects μ). To calculate μ we can use 
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      dt
t

0
,     (5) 

therefore: 

  tAeFFt 100
 .      (6) 

Note that the formula (4) and (6) fully comply with similar expressions for the most famous 
models of software reliability. This suggests that these models are consistent with the theory of 
first-order SSD. 
 
4  DEFECT FLOWS IN THE SECOND-ORDER SS MODEL 
 

In the case taking into account the secondary flow of defects, SS has two degrees of freedom 
and is characterized by two coordinates – the number of defects f1, which will be removed from the 
system and   the number of the secondary defects f2. The connection between the flows of primary 
and secondary defects is represented by the system of equations: 














222121

212111

GG
dt
df

GG
dt
df

2

1

.     (7) 

In this system, φ1 – the potential of removed defects, and φ2 – potential for insertion of the 
secondary. Ratios G11 and G22 characterize the influence of potentials φ1 and φ2 on the flows related 
to them. By analogy with previous statements, these factors play a role of conductivity and 
characterize the frequency of accesses to the system. The frequency of entering the secondary 
defects into software system tends to be lower than the frequency of detection of the primary. On 
this basis, it can be said that G11>G22. We call these ratios the intrinsic conductivities of the SS. 

Ratios G12 and G21 characterize the influence of potentials φ1 and φ2 on the flows related to 
them. According to the Onsager symmetry principle (Onsager 1931), these cross-effects are the 
same, which leads to the equality G12=G21. Ratios G12 are G21 will be called mutual conductivities. 

Potentials φ1 and φ2 are associated with the corresponding values of  f1 and  f2 by the relations 
of the form (2): 

2211  Cf ;Cf 21 , 

where C1 – defect capacity of the SS related to the primary defects, and C2 – defect capacity of the 
same system related to the secondary ones. Obviously, if we are talking about the same system, then 
these two should be equal: C1=C2. 

Using the relation between the number of defects and the corresponding potential, taking into 
account the equality G12=G21 and defining 

2

21

1

12
2

2

22

1

11
C
G

C
GA,

C
G

C
GA1  , 

system (7) can be re-written as: 














2112

2211

fAfA
dt
df

fAfA
dt
df

2

1

.     (8) 
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The system (8) is an autonomous system of differential equations whose solution is fully 
determined only by the initial conditions and to determine the time variation of the existing 
substation primary and secondary defects.  

It should be noted that the flow described by the first equation of the system is the flow of 
defects carried out from this SS, rather than the primary flow. In fact, trapped in a system of 
secondary defects are indistinguishable but the primary and along with them are removed from SS 
(Lyu 1996). In this sense we can say that the division of defects existing in the SS to primary and 
secondary is purely arbitrary. They differ only in the moment of introduction, but impact on the 
state of SS in the same way.  

The solution of (8) for the outgoing stream of defects is an expression 

 tAhosceFf t-A1 201  .           (9) 

Comparing (9) with (4) obtained for the output stream of defects without a countering input 
flow, we can see that it differs by the presence of the factor cosh(A2t), whose role is to adjust the 
output stream of defects by the countering flow of the secondary ones. 

To interpret and analyze the results, Figure 2 shows plots of the number of defects that remain 
in the system from time to time for different ratios k=A2/A1. These curves are plotted for a 
hypothetical software system with the following parameters: initial number of defects F0=100, 
value of the ratio A1=100 days-1, ratio k varies from 0 to 1,1. Here k = 0 corresponds to the 
complete absence of the secondary flow of defects, and the value k = 1 – case, where the correction 
of one of the primary defect is accompanied by the introduction of a second. For values of k>1, the 
number of secondary defects exceeds the number of fixed ones. 

Figure 2. The relation of the number of defects in the SS through time 
 

Analyzing the relations following conclusions can be made: 
 In the absence of secondary defects (k = 0), formula (9) coincides with formula (4), 

obtained without regard to their influence. This coincidence with reality, which may indicate the 
correctness of the basic statements of the SSD. 

 The influence of secondary defects reduces to increasing the decay time of the output 
flow. Thus, the SSD theory confirms intuitive assertion that in case of introduction of the secondary 
defects to SS, the total time of their identification increases. 

 With k=1 the number carried out from SS defects stabilizes and tends to the value of 
F0/2. Non-evident interpretation of this fact we will give later. 

The solution of (7) for output flow of defects is an expression 
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 tAhinseFf tA
2 20 1   .     (10) 

The sign of "minus" in (10) can be explained on the basis of differences in directions of 
output and input flows. However, given the fact that the number of defects cannot be negative, in 
the future, when determining the number of secondary defects "minus" sign will be omitted. 

Figure 3 shows plots of relation  f2(t), built for the same hypothetical SS for different values 
of the coefficient k. Analyzing the relations presented in Figure 3, the following conclusions can be 
made: 

 With k=0 there is no secondary defects flow. 
 With 0<k<1 the number of secondary defects being introduces in the SS has a maximum, 

which is expressed the more the bigger value of k is. 
 The rate of increase of the number of secondary defects is most important at the initial 

stage, before reaching the maximum. After that, the number of secondary errors tends to zero, but 
with a much slower rate. 

 With k=1 number of secondary of defects decreases with time, which corresponds to 
processes in the real SS, and can serve as a confirmation of the  SSD. 

 With k=1 the number of defects introduced into the SS is stabilizing and tends to the value 
F0/2.  

Figure 3. The relation of the number of secondary defects in the SS through time 
 

 At any arbitrary point in time the number present in SS of defects can be calculated as the sum 
of the number of defects that will be removed from it (f1) and of the number of the already 
introduced secondary defects (f2). For a plot of this relation we have to simply sum the 
corresponding curves from the plots in Figure 2 and 3. The result of this adding is shown in Figure 
4. As can be seen from Figure 4, provided k = 1, ie, when the number of introduced secondary 
defects equals the number of corrected, the residual amount of defects in the SS remains unchanged. 
Now it is clear why, when k = 1, the values of f1 (t) and f2 (t) tend to the value F0/2. Indeed, in this 
case their sum is at any given time is equal to the initial number of defects – F0, which fully 
corresponds to the physical representations of the processes that must occur in SS at a given 
condition. 
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Figure 4. The relation of the total number of defects in the SS through time 
 
5  RELIABILITY MODEL BASED ON THE SSD 

 
For the Software Reliability Model (SRM) creation we have to define a set of input data, write 

the mathematical relationships that define the reliability and bring the method of determining the 
coefficients in these dependences. 

As input data of the model developed on the basis of SSD time series giving the cumulative 
number of detected defects are adopted. Despite the fact that the defects form flows with well-
defined laws, the process of their identification has a significant uncertainty (Kharchenko at al. 
2004). Therefore, consideration for modeling of each individual defect complicates the analysis of 
the results by having a considerable "noise". Due to this, SRMs, input data of which are points of 
identification of every defect, cannot ensure the accuracy of the simulation, due to the fact that their 
input data are already inaccurate. Time series, forming a cumulative number of defects is more 
accurate, because a random registration or non-registration of each specific defect cannot affect the 
overall trends in this series. In fact, the time series formed by the cumulative number of defects is 
relieved of the random component and is a trend. 

On the basis of foregoing, for the construction of the model mathematical relationships 
derived from the theory of SSD should be converted to operate with cumulative defects trends.  

On the basis of the formula (5), for a cumulative trend of output flow we obtain the 
expression: 

     
t
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.  (11) 

It is not difficult to see that having A1=A2 primitive of λ1(t) does not exist, since the difference 
between the 1A  and 2A  is zero. Therefore, finding the cumulative of the number of defects of the 
original flow we consider separately for the two cases. 

Case 1.  21 AA  . 
In this case, the primitive for λ1(t) always exists, therefore after integration we obtain: 
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Case 2.  21 AA  . 
In this case, before finding a primitive we transform the expression (11), given that A1=A2. 

Therefore: 

101 AF(t)  , 

and: 

tAFdtAF)t(
t

  10
0

101 .    (13) 

Expression (13) having A1=A2 correlates well with the expected result. Indeed, with each 
defect, which is removed from SS, there is one secondary defect that is introduced into it. 
Therefore, the total number of defects in the SS remains unchanged and the frequency of making 
defects, because of this, too, remains unchanged. Thus, when A1=A2 linear relationship of the 
cumulative number of defects removed through time is expected, and is derived from the SSD. 

For the cumulative trend of input flow (secondary defects), we obtain: 

2
1

2
2

21

12

12

12

120
2 2

2
12

AA
AAFee

AA
AAe

AA
AAF(t) 0

tAtAtA2




















    (14) 

having  A1≠A2 and 

tAF)t(  102      (15) 

having A1=A2. 
Comparing (13) and (15) can be seen that for A1=A2 cumulative trends in output and input 

flows are the same. This result also corresponds to the physical representations. If  A1=A2 then the 
number of defects, which are introduced into the system equals the number of removed ones. From 
this it follows that their cumulative trends, too, must be the same. 

Thus, the mathematical model of software reliability are the expressions (12), (13) and (14), 
(15) for the outgoing and input flow, respectively. For practical application of reliability models it is 
necessary to develop a methodology for calculating the parameters of the model based on 
experimental data. 

In the experimental determination of parameters of the model cumulative trend of defects 
identified at a certain time interval acts as the experimental data. Subject to determination of model 
parameters are the influence coefficients A1 and A2, as well as the initial number of defects in the 
system F0. 

Determination of the parameters will be carried out in two stages. The first step is a 
preliminary assessment of the parameters, while the second - is their clarification. 

For a preliminary assessment, we assume that the input stream of defects is absent, so the 
coefficient A2=0. In this case, the cumulative relationship of these defects will be exponential 

tA
1 eFF)t( 100

 .    (16) 

In of this relation the inverse of the coefficient A1, is called time constant of the process  

1A
1 , 

and is the length of sub-tangent exponentially. In turn, the value of sub-tangent can be defined as 
shown in Figure 5.  

From Figure 5 it follows that magnitude of sub-tangent τ can be defined as: 
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tg

fF0 1 ,  

where the slope of the tgα can be determined from the formula 

21

21
tt
fftg




 . 

 
 

 
  

Figure 5. For the A1 definition 
 

To improve the accuracy of the calculations one should determine the slope of the tgα for 
every two consecutive points of the experimental cumulative curve. As an unknown quantity F0 it is 
possible to use the last point of the cumulative curve fn. Values of τ defined in this manner for each 
successive pair of points must be averaged. From the average of τ we find an approximation for the 
coefficient of influence A1: 




1
1A .      (17) 

Approximation for the F0 can be derived from the expression: 

itA
i

0
e
fF

11
 .      (18) 

To improve the accuracy values found in this way F0 are averaged over all points of the 
experimental cumulative curve. 

Please note that setting the coefficient A2=0, that is, excluding the impact of input flow, we 
have inflated estimates for the F0 and A1. 

After defining the approximations for F0 and A1 we must iteratively validate them. It should 
be kept in mind that there is a dependence of µ1(t) on the coefficients A1 and A2, which is shown in 
Figure 6. 
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Figure 6. Relation µ1(t)  on the influence coefficients 

 
From Figure 6 it follows that with the change of the coefficient A2 values of µ1(t) change 

only slightly. Therefore, clarification the model parameters should start with the coefficient A2: 
defects admitted here have negligible impact on the accuracy of the process. To assess the accuracy 
of determining the parameters you should use the criterion of standard deviation (SD), calculated 
as: 

 

n

f ic





n

1i

2
iof

SD ,     (19) 

where n – number of points in the experimental cumulative curve; fio – observed value of i-th point 
of the curve; fic – value calculated with given parameters.  

To clarify the parameters of the model the following algorithm is proposed: 
Step 1. Definite initial value of bСКО  for approximations of 1A  and 10F  obtained through (12) 

and (13). Assume 02A . 
Step 2. Changing 2A  by step  

10
51 1A.A2
 , 

while current value of xСКО  is less, than bСКО  obtain clarified value for 2A . Assume xb СКОСКО 
. 

Step 3. Changing 10F  in range from 0,5 to 1,5 from approximation obtained in step 1, while 
current value of the xСКО  is less, than bСКО , find clarified value for 10F . Assume xb СКОСКО  . 

Step 4. Changing 1A  in range from 0,5 to 1,5 from approximation obtained in step 1, while 
current value of the xСКО  is less, than bСКО , find clarified value of 1A . Assume xb СКОСКО  . 

Step 5. Repeat step 2 – step 4 for the next stage of refinement. Refinement process is 
considered complete if at the next stage the value bСКО is achieved, where   – required 
calculation precision. 

 
6  EVALUATION OF THE ACCURACY OF SIMULATION IN THE SSD 

 
To assess the accuracy of modeling the reliability of the model (SSD model) and its 

comparison with existing models we used data on the identified defects in twenty different software 
systems (Android, Lyu 1996) To increase the accuracy of modeling, each series of observations was 
divided into intervals during which the time variation of the cumulative curves of these defects 
remained unchanged. 123 total numbers of observations processed. To compare the accuracy of 
modeling, in addition to the described SRMs there have been taken well-known reliability models, 
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covering all existing classes of models. They are based on different concepts, which make it 
possible to objectively evaluate and compare the accuracy of models between each other. The 
following models were taken into the research: Jelinsky-Moranda’s (Moranda & Jelinski 1972), 
nonhomogeneous Poisson process ( Goel & Okumoto 1979), Schneidewind’s (Schneidewind 
1993), Musa’s (Musa 1979), Weibull’s (Quadri & Ahmad 2010), S-shaped model (Yamada at 
al.1983), Duan’s model (Duan 1964), Moranda’s geometric model (Moranda 1979) and logarithmic 
model of Musa-Okumoto (Musa & Okumoto 1984). 1230 total estimations of the reliability 
modeling were made. Modeling results are shown at Figure 7. 
 

 
Figure 7. Reliability models’ comparison results 

 
In the diagram shown in Figure 7 there are SD values shown which were obtained from the 

comparison. For convenience, standard deviation of the proposed model of SSD is assumed to be 
equal to one. The diagram shows that for all classes of the test software model of the SSD showed a 
result with accuracy of more than six times superior to the result of the best known reliability 
models – S-shaped model. 
  
7 CONCLUSION 
 

The comparative analysis of different SRMs showed that the model based on the SSD 
proposed in this article consistently shows the best results in comparison with other known models. 
The stability of the simulation results is essential to avoiding phase selection model of reliability for 
each software product.  

Therefore, the results are a practical confirmation of the SSD, and reliability model developed 
based on them can be used for modeling and predicting a wide class of reliability indices of 
software systems. 

The new theory of software reliability proposed in the article opens a wide scope for research. 
In particular, it is interesting to find out the physical nature of the defect capacity index and suggest 
ways to define it, and to explore other effects, whose existence is a consequence of the new theory. 
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1. PRELIMINARY 
 

The problem of optimal resources allocation for antiterrorism preventive measures is 
naturally based on subjective estimates made by experts in this field. Relying on expert estimates is 
inevitable in this case: there is no other possibility to get input data for the system survivability 
analysis. There is no such phenomenon like “collecting real data”, moreover, there is no 
“homogenous samples” for consistent statistical analysis of observations, since any case is unique 
and non-reproducible. Nevertheless, quantitative analysis of necessary level of protection has to be 
performed.  

What are the subjects of such expertise? It seems to us that they are: 
 

 possibility of terrorist attacks on some object or group of objects, 
 possible time of such attack,  
 expected consequences of  the attack and possible losses, 
 possible measure of protection and related expenses 

 
Since expert estimates of such complex things are fuzzy due to lack of common 

understanding the same actions and counter-actions within a group of experts, the question arises: is 
it possible at all to make any reasonable prognosis and, moreover, say about “optimal allocation of 
protection resources”? 

First of all, we should underline that concept of “optimal solution” relates only to 
mathematical models. In practice unreliable (and even inconsistent) data and inevitable inaccuracy 
of the model (i.e. difference between a model and reality) allow us to say only about “rational 
solutions”. 

Nevertheless, in practice the problem exists and in any particular case has to be solved with 
or without using mathematical models. Our objective is to analyze stability of solutions of the 
optimal resources allocation under fuzziness of experts’ estimates.  

 
 

2. ANALYSIS OF SOLUTION STABILITY: VARIATION OF THE EXPENSE 
ESTIMATES  
 

First, let us analyze how variation of expenses estimates influence on the solution of the 
problem on the level of a single object which has to be protested against terrorist attacking. For 
transparency of explanation, we avoid to consider the influence of defense on the Federal and State 
levels.   

Let us consider some conditional object (Object-1) which can be a subject of a terrorist 
attack. It is assumed that there may be three different types of enemy’s actions (Act.-1, Act.-2 and 
Act.-3). Defending side can choose several specific protection measures against each type of action 
{M(i, j), where “i”  corresponds to the action type, and “j” corresponds to the type of undertaken 
protective measure. 
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Assume that we have three variants of estimates of protection measures costs: lower, middle 
and upper as it presented in the table below. Here the lower estimates are about 20% lower of the 
corresponding middle estimates, and the upper ones are also about 20% higher.  

There are three types of expert estimates: “optimistic”, “moderate” and “pessimistic”.  First 
ones assume that success in each situation can be reached by low expenses for protective measures; 
the last group requires larger expenses for protection in the same situation; and the middle group 
gives date in between. 

 
Table 1.                                      Table 2                                 Table 3   
Case of optimistic estimates            Case of moderate estimates        Case of pessimistic estimates 

 
OBJECT-1  C 

Act-1 

M(1, 1) 0.25 0.8 
M(1, 2) 0.2 2 
M(1, 3) 0.1 2.5 
M(1, 4) 0.01 3.8 

Act-2 

M(2, 1) 0.2 1.6 
M(2, 2) 0.16 2.8 
M(2, 3) 0.07 3.2 
M(2, 4) 0.02 5.6 

Act-3 

M(3, 1) 0.11 0.4 
M(3, 2) 0.1 2 
M(3, 3) 0.05 2.4 
M(3, 4) 0.04 3.6 
M(3, 5) 0.01 5.6 

 

OBJECT-1  C 

Act-1 

M(1, 1) 0.25 1 
M(1, 2) 0.2 2.5 
M(1, 3) 0.1 3 
M(1, 4) 0.01 4 

Act-2 

M(2, 1) 0.2 2 
M(2, 2) 0.16 3 
M(2, 3) 0.07 4 
M(2, 4) 0.02 7 

Act-3 

M(3, 1) 0.11 0.5 
M(3, 2) 0.1 2.5 
M(3, 3) 0.05 3 
M(3, 4) 0.04 5 
M(3, 5) 0.01 7 

 

OBJECT-1  C 

Act-1 

M(1, 1) 0.25 1.2 
M(1, 2) 0.2 3 
M(1, 3) 0.1 6 
M(1, 4) 0.01 7.8 

Act-2 

M(2, 1) 0.2 2.4 
M(2, 2) 0.16 3.2 
M(2, 3) 0.07 4.8 
M(2, 4) 0.02 8.4 

Act-3 

M(3, 1) 0.11 2 
M(3, 2) 0.1 3 
M(3, 3) 0.05 3.6 
M(3, 4) 0.04 6 
M(3, 5) 0.01 8.4 

 

 
How the data of the tables are interpreted? 
Let us consider a possibility of action-1 against the object. With no protection at all, the 

object’s vulnerability equals 1 (or 100%). If one would have spent we spent ΔE = 0.8 conditional 
cost units (c.c.u.) and undertook measure M(1, 1) the object’s vulnerability decreases to 0.25. If one 
does not satisfy such a level of protection, next protective measure (M1, 2) is applied; that leads to 
decreasing the object vulnerability from 0.25 to 0,3 and costs 2 c.c.u. 

Now let us consider all three possible terrorists’ actions. In advance nobody knows what 
kind of action will be undertaken against the defending object. In this situation the most reasonable 
strategy is providing equal defense levels against all considered types of terrorist attacks, suggested 
in [1]. It means that if one needs to ensure a level of protection equals � than one has to consider 
only such measures against each action that delivers vulnerability level not less than ��� For 
instance, in the considered case, if the required level of vulnerability had to be not higher than 0.1, 
one has to use simultaneously the following measures of protection against possible terrorists’ 
attacks:  M(1, 3), M(2, 3) and M(3, 2). 

Method of equal protection against the various types of hostile attacks appears to be quite 
natural. If dealing with natural or other unintended impacts, one can speak about the subjective 
probabilities of impacts of some particular typef course, in a case of intentional attack from a 
reasonably thinking enemy, such approach is not appropriate. The fact is, that as soon as the enemy 
knows about your assumptions about his possible. actions, he takes advantage of this knowledge 
and choose the hostile action that you expect least of all.  

In the example considered above if one chose measures M(1,2) with  1 0.2, )3,2(M with  

2 0.07 и and M(3, 4) with  3 0.04, guaranteed level of the object protection is  
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Object =  321 ,,max   = max (0.2; 0.07; 0.04) = 0.2. 

 For choosing required (or needed) level of object protection, one can compile a function 
reflecting the dependence of vulnerability of protection cost. 

 
     Table 4. Case of optimistic estimates                      

Object 1 
Step  
Number 

Undertaken measures Resulting Object  Total  
Expenses, CObject 

1 M(1, 1), M(2, 1), M(3, 1) max {0.25, 0.2, 0.11}=0.25 0.8+1.6+0.4=2.8 
2 M(1, 2), M(2, 1), M(3, 1) max {0.2, 0.2, 0.11}=0.2 2+1.6+0.4=4 
3 M(1, 3), M(2, 2), M(3, 1) max {0.1, 0.16, 0.11}=0.16 2.5+2.8+0.4=5.7 
4 M(1, 3), M(2, 3), M(3, 1) max {0.1, 0.07, 0.11}=0.11 2.5+3.2+0.4=6.1 
5 M(1, 3), M(2, 3), M(3, 2) max {0.1, 0.07, 0.1}=0.1 2.5+3.2+2=7.7 
6 M(1, 4), M(2, 3), M(3, 3) max {0.01, 0.07, 0.05}=0.07 3.8+3.2+2.4=9.4 
7 M(1, 4), M(2, 4), M(3, 3) max {0.01, 0.02, 0.05}=0.05 3.8+5.6+2.4=11.8 
8 M(1, 4), M(2, 4), M(3, 4) max {0.01, 0.02, 0.04}=0.04 3.8+5.6+3.6=13 
9 M(1, 4), M(2, 4), M(3, 5) max {0.01, 0.02, 0.01}=0.02 3.8+5.6+5.6=15 
 
This function is depicted in Figure 13.8. 
 

 
 

Figure 1. Dependence of the object survivability on cost of protection measures  
(for “optimistic” estimates). 

 
Without detailed explanations we present numerical results for the cases of “moderate” and 
“pessimistic” estimates. 
 



Bochkov A., Ushakov I. – ANTITERRORISM RESOURCES ALLOCATION UNDER FUZZY SUBJECTIVE ESTIMATES 

 
RT&A # 03 (26)  

(Vol.7) 2012, September 
 

 

24 

Table 5. Case of moderate estimates                     
Object 1 
Step  
Number 

Undertaken measures Resulting Object  Total  
Expenses, CObject 

1 M(1, 1), M(2, 1), M(3, 1) max {0.25, 0.2, 0.11}=0.25 1+2+0.5=3.5 
2 M(1, 2), M(2, 1), M(3, 1) max {0.2, 0.2, 0.11}=0.2 2.5+2+0.5=5 
3 M(1, 3), M(2, 2), M(3, 1) max {0.1, 0.16, 0.11}=0.16 3+3+0.5=6.5 
4 M(1, 3), M(2, 3), M(3, 1) max {0.1, 0.07, 0.11}=0.11 3+4+0.5=7.5 
5 M(1, 3), M(2, 3), M(3, 2) max {0.1, 0.07, 0.1}=0.1 3+4+2.5=9.5 
6 M(1, 4), M(2, 3), M(3, 3) max {0.01, 0.07, 0.05}=0.07 4+4+3=11 
7 M(1, 4), M(2, 4), M(3, 3) max {0.01, 0.02, 0.05}=0.05 4+7+3=14 
8 M(1, 4), M(2, 4), M(3, 4) max {0.01, 0.02, 0.04}=0.04 4+7+5=16 
9 M(1, 4), M(2, 4), M(3, 5) max {0.01, 0.02, 0.01}=0.02 4+7+7=18 

 
Data of Table 5 are depicted in Figure 2. 
 

 
 

Figure 2. Dependence of the object survivability on cost of protection measures  
(for “moderate” estimates). 

 
 

Table 13.6. Case of pessimistic estimates                      
Object 1 
Step  
Number 

Undertaken measures Resulting �Object Total  
Expenses, CObject 

1 M(1, 1), M(2, 1), M(3, 1) max {0.25, 0.2, 0.11}=0.25 1.2+2.4+2=5.6 
2 M(1, 2), M(2, 1), M(3, 1) max {0.2, 0.2, 0.11}=0.2 3+2.4+2=7.4 
3 M(1, 3), M(2, 2), M(3, 1) max {0.1, 0.16, 0.11}=0.16 3+3.2+2=8.2 
4 M(1, 3), M(2, 3), M(3, 1) max {0.1, 0.07, 0.11}=0.11 3+4.8+2=9.8 
5 M(1, 3), M(2, 3), M(3, 2) max {0.1, 0.07, 0.1}=0.1 3+4.8+3=10.8 
6 M(1, 4), M(2, 3), M(3, 3) max {0.01, 0.07, 0.05}=0.07 4+4.8+3.6=12.4 
7 M(1, 4), M(2, 4), M(3, 3) max {0.01, 0.02, 0.05}=0.05 4+8.4+3.6=16 
8 M(1, 4), M(2, 4), M(3, 4) max {0.01, 0.02, 0.04}=0.04 4+8.4+6=18.4 
9 M(1, 4), M(2, 4), M(3, 5) max {0.01, 0.02, 0.01}=0.02 4+8.4+8.4=20.8 
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Figure 3.Dependence of the object survivability on cost of protection measures  
(for “pessimistic” estimates). 

 
 

Such analysis gives a possibility to find what measures should be undertaken for each 
required level of protection (or admissible level of vulnerability) and given limited resources. 

The final “trajectory” of the dependency “Expenses vs. Vulnerability” presented below. 
 

 
 

Figure 4. Comparison of solutions for three types of estimates. 
 

Using the tables above, consider two solutions of the Direct Problem with required levels of 
vulnerability 0.1 and 0.02. 

However, decision makers are interested mostly in correctness of undertaken measures, 
rather than in difference in absolute values of the estimated costs of the object protection. In other 



Bochkov A., Ushakov I. – ANTITERRORISM RESOURCES ALLOCATION UNDER FUZZY SUBJECTIVE ESTIMATES 

 
RT&A # 03 (26)  

(Vol.7) 2012, September 
 

 

26 

words, in other words, he is interested in how, for example, the solution adopted for the optimistic 
scenario, will be wealthy in case, if in fact the situation is better described pessimistic scenarios. 

It is obvious that if the goal is to reach some given level of vulnerability the vector of 
solution (i.e. set of undertaken measures for protecting the object against terrorist attacks) in the 
frame of considered conditions the vector of solution will be the same, though will led to different 
expenses.  

Consider solutions for required level of object vulnerability not higher than 0.1 and not 
higher than 0.02. They are: 

 
Table 7. Comparison of solutions for three types of scenarios. 

 

Type of scenario Undertaken protection measures 
Object≤ 0.1 Object≤ 0.02 

Optimistic M(1, 3), M(2, 3), M(3, 2) M(1, 4), M(2, 4), M(3, 5) 
Moderate M(1, 3), M(2, 3), M(3, 2) M(1, 4), M(2, 4), M(3, 5) 
Perssimistic M(1, 3), M(2, 3), M(3, 2) M(1, 4), M(2, 4), M(3, 5) 

 
 
One can see that solutions for all three scenarios coincides for both levels of object 

protection! Of course, such situation occurs not always, however we should underline that vectors 
of solution for minimax criterion Object=max (1,2,3) is much more stable than vector for 
probabilistic criterion 1 − ୠ୨ୣୡ୲ߛ = 1 − ∏ (1 − ଵஸஸߛ ). 

 
CONCLUSION 
 
 The presented analysis shows that presented model of optimal allocation of counter-
terrorism resources, suggested in the previous section, is working stably enough.  
 Development of improved computer model will allow analyzing more realistic situations, 
including random instability of input data. However, it seems that such “one-side biased” expert 
estimates should lead to more serious errors than random variations of the parameters.   
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ABSTRACT 
 

A safety assessment approach for human-machine interfaces (HMI) of Nuclear Power Plant (NPP) 
instrumentation and control systems (I&Cs) based on the Safety Case methodology is proposed. I&C 
assessment model is described taking into account human factor impact. Normative profile based on 
harmonization and standard requirements selection for choice of HMI safety assessment methods is developed. 
Ranking of major design principles of safe HMI is provided. Set of methods for comprehensive human 
machine interface safety assessment at life cycle stages is analyzed and adopted taking into consideration 
features of HMI safety attribute. 

 
1 INTRODUCTION 
 

To guarantee safety of nuclear power plants (NPP) it is required the modernization and 
development of new instrumentation and control systems (I&Cs). I&Cs functionality, reliability and 
effectiveness of human activities depend heavily on human-machine interfaces (HMI) [1, 2].Here’s 
what’s relevant now in the HMI field:  

− human factor studies in order to reduce the likelihood of errors;  
− analysis of the reliability of operator’s actions associated with the risk assessment and    
   taking into account the possible consequences; 
−  development of techniques for evaluation of safety [3]. 
An approach based on the Safety Case methodology [4] in assessing the security of critical 

systems has been extended. It involves a comprehensive assessment of the system and its software 
safety. As a result of work related analysis, the safety assessment of HMI in the Safety Case was not 
considered. 
        The work objective is an adaptation of the Safety Case methodology for the development of 
the integrated technique for the safety assessment of the HMI of critical systems. The paper is 
structured in the following way. The Section 2 represents general model of HMI as a object of 
safety assessment. Elements of Safety Case methodology are described in the Section 3. 
Regulatory requirements and normative base related to HMI safety are analyzed in the Section 4. 
The safety assessment methods are compared and adopted for HMI in the Section 5. The Section 6 
concludes the paper.  

 
2 FORMALIZATION OF OBJECT OF AN ASSESSMENT 
 

Modern I&Cs of the NPP are complex systems of the distributed information processing, 
where HMI implementation is usually based on workstations. The main purpose of these HMI is to 
provide staff with the information on the status of the power unit systems, as well as an interface to 
control the actuators. Information is provided on the monitors of the Main Control Room (MCR) 
and workstations for personnel. Figure 1 presents a model of the human-machine system. Its 
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interface consists of two parts: hardware (HW) and software (SW). Besides monitors, HMI 
hardware may include a standard keyboard with a trackball or a mouse and a functional keyboard. 

 
 

 
 
 

 
 

 
 
 
 
 
 

 
Figure 1. Model of object of an assessment. 

 
Process displays are the core software components of HMI of the I&Cs. They represent 

plant process data grouped mostly by systems and organized in a multilevel hierarchical structure 
that allows to navigate among hierarchical levels, as well as within the levels and between the 
systems. In addition, process displays can be invoked via menu or functional keyboard. 

Process displays provide all technological information to the operator in real time in form of 
symbolic circuits (animated snippets of technological schemes or equipment drawings), diagrams, 
histograms, tables, graphs, etc.  

Detailed structure of the display system is provided at the design stage. HMI software model 
can have lots of levels (Fig. 1): 
 

                                            HMI = 		 {	STR, PER, ST, COMP, VD	} , 
 

where STR – strategy; PER – capabilities; ST – structure;  COMP – layout; VD – visual design.  
The level of strategy (STR) defines objectives of the interface and the user needs; functional 

specifications and information requirements are determined at the level of Capabilities (PER), the 
level of ST is for interaction design and informational architecture; Layout (COMP) and visual 
design (VD) levels define the levels of information and visual design interface. As noted in [1], the 
main condition for achieving high quality HMI is to follow the standards. 
 
3 METHODOLOGY OF SAFETY CASE 
 

The safety assessment, based on Safety Case methodology includes a formal presentation of 
evidence, arguments and assumptions aimed at providing assurance that the HMI meets safety 
requirements, and safety requirements are adequate. At the same time attention should be paid to 
the logical arguments that will be used to demonstrate that the system is safe to use. 

Purpose, which can be interpreted as testing requirement, is divided into sub-goals until one 
can identify tools, confirming that the sub-goal is achieved (Fig 2). Then these tools are used to 
verify the safety during development of the system. 
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Figure 2. Structure of the objectives. 
 

It is important to plan for a Safety Case at the very beginning of the design process. Firstly, 
this will determine which evidence is necessary to collect and secondly, what should be used to 
support them in various stages of the life cycle. One problem is the choice of the depth and rigor of 
evidence. Some items of evidence may be more persuasive than others, and it must be considered 
when evaluating the effectiveness of the safety case as a whole. 

Safety Case Report should contain all necessary information to assess the safety of 
HMI. The higher safety requirements the more details are required. Good quality Safety Case 
provides information to the extent and form that make the work of the expert comfortable in terms 
of reliability, availability, and ease of use. Typical content of the Safety Case includes: 

System Description - defines the purpose of the evaluation, describes the system under 
consideration (the objectives, functions, structure, components, context of use) and its interaction 
with other systems. Quality Management Report - gives evidence that the requirements for the 
process of quality assurance have been met. 

Safety management report suggests that an actions, defined in the safety plan, had been 
implemented. It should include the results of the various analyses, as well as a list of all identified 
hazards (Journal of Hazards). 

Technical Safety Report – it explains technical principles, which provide safety. It should 
include reports to verify each component, including HMI. 

Related Safety Cases – a document that contains references to any Safety Cases for other vital 
systems, related to the system under consideration. 

Findings should be presented in the form of analysis of activities carried out by the developer, 
and why system attributes are sufficient.  

To adapt this approach to the assessment of HMI, elements of Safety Case must be defined as 
part of the design, development and production, used for HMI of NPP I&Cs. 

Figure 3 shows a conceptual model of the system safety assessment of HMI of NPP I&Cs 
[5]. The solution of the safety assessment problems of HMI of NPP I&Cs is complex and directly 
related to the modeling and analysis of the design process, specification requirements, the context of 
use and design. 

The HMI safety model is constructed by analysis (profiling) of the regulatory framework. The 
choice of assessment methods directly depends on the safety profile and the stage of the life cycle 
of the HMI.  Before using of different assessment methods, it is important to formalize the process 
of the upcoming evaluation. This will help to determine the best approach to effectively assess and 
select the most appropriate method or methods. Selecting of assessment methods should be 
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preferred to those methods which have tool support. Evaluation results have a direct impact on 
improving of the safety of HMI of NPP I&Cs.  

  
Figure 3. Conceptual model of the safety assessment  

HMI I&C system in nuclear power plants.  
 

General procedure of the Safety Case-oriented assessment is the following. At the first stage  
HMI safety requirement profile is developed (specified). The profile includes international and 
industry standards, and regulatory documents developed for various industry domains. The next 
stage is to determine the goals, objectives and characteristics for the HMI safety evaluation. There 
is an analysis and a choice of methods of an assessment which directly depends on a design stage, 
and also from earlier formulated purposes and problems of estimation. The most exact and reliable 
assessment can be obtained by applying several methods at the same time. The next stage is 
evaluation of HMI by tools implementing the chosen method. Finally, in the final stage we obtain 
the results of the evaluation in the form of certain reports and recommendations to improve the 
HMI. For this an expert combines the results obtained by different methods at the different stages of 
evaluation. The end result is highlighted in the safety case document, prepared for the evaluated 
system and HMI. 
 
REGULATORY FRAMEWORK ANALYSIS 

 
Safety assessment of HMI in the Safety Case is a multi-disciplinary problem. Its scientific 

rationale and solution requires knowledge of disciplines such as systems design, ergonomics and 
usability, human factors engineering, software engineering, safety and risk management. There is its 
own regulatory framework in each of these areas, which regulates approaches, processes, methods 
and tools for design and evaluation, which may be useful to create an effective methodology for 
integrated safety assessment of HMI. Fig. 4 shows possible profile-forming database of standards 
for the choice of methods and processes of NPP I&Cs safety assessment. 

Basic design principles and requirements for HMI of NPP I&Cs are given in [6-7]. The 
same principles can be used as criteria for assessing the safety of I&Cs HMI. Nevertheless all these 
principles are important for proper HMI design, some of them may contradict with another, so  a 
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compromise between different principles should be reached to ensure effective system design. That 
is why it is important to identify relative weight of the principles in  comparison with other 
principles. Results of the expert analysis and ranking of these principles/criteria are given below. 

Personnel Safety  - this principle is ambiguous. In the broad sense, PS is a consequence of 
the implementation of its main purpose – to provide the safety of NPP. In this sense, it is an integral 
characteristic, which is inapplicable as a basic design principle. In a narrow sense - as an 
independent criterion - this principle can be attributed to the safety of I&Cs HMI only, which 
depends mostly on hardware components of the HMI  and cannot deviate significantly under 
condition that I&Cs is built on modern technical means (for example a workstation monitor can 
affect user’s vision, but all modern LCD monitors are rather similar from this point of view), so 
relative weight  of this principle is rather low in comparison to other principles. 

Cognitive Compatibility  and physiological compatibility  - these principles require 
physiological and psychological capabilities of the operator and the level of his training to be taken 
into account, when designing HMI. As main criteria, these principles allow us to estimate the 
quality of information, as well as ease of its perception, analysis and understanding. This is very 
important criteria for the human factor. 

 

 
Figure 4.. Profile-forming base of standards. 

 
Consistency is among high priority principles/criteria. Only mutual coherence feedback to 

the operator through different channels of information can allow him to make right decisions. 
Hierarchy of priorities of the informational sources  must be clearly defined in case of conflicting 
data. 

Situation Awareness  is one of the most important principles, because it describes the ability 
of HMI to perform its basic function - to provide an understanding of the situation by the operator 
by providing him accurate information on the status of the systems. 

Task Compatibility  indicates that the system should meet users’ requirement. This feature 
also is one of the most important, because the system must conform to its destination. 

Error Tolerance and Control  – priority of this principle depends on the class of the System. 
For systems important to safety, this characteristic has very high priority, because it can directly 
affect the safety of NPP. 

Organization of HSI Elements  - this principle ensures provision of the information to 
personnel in accordance with the distribution of roles in the power unit control, the most important 
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information relating to security should be available to all operational staff. This principle is 
important enough, but not critical. 

The low-priority design principles include: Cognitive Workload , User Model Compatibility, 
Timeliness, Logical Structure, Controls Compatibility, Flexibility, Feedback, Simplicity of Design. 
All of these principles should be considered when designing HMI of the I&Cs, however, because 
the real HMI is a solution based on a compromise, which doesn’t satisfy the above criteria 
completely, the greatest attention should be given to the high priority principles. There are some 
results of the safe HMI design principles ranking on Fig.5. 

  
Figure 5. Design principles ranking. 

 
4 CHOICE OF METHODS 
 

To date, the task of choosing methods for safety assessment in the Safety Case was 
complicated by the large number of techniques of varying degrees of formality, complexity, ability 
to use of the life cycle stages, etc. 

Since we discuss in this paper HMI software only, one can significantly limit the range of 
the analyzed approaches and methods. As part of UCD-design process of user-centered interactive 
systems, there is large number of methods relevant to usability [8, 9]. 

We believe these methods are the most effective at the pre-design gathering stage, at the 
stage of analysis of the use context (task analysis), as well as at the stage of verification and 
validation of the finished product (usability testing). Processes and methods of safety HMI 
evaluation, developed within a software engineering, are mainly focused on the metric evaluation of 
the finished product.  

  Methods of risk assessment are given in [10]. Risk assessment can be carried out with 
varying degrees of depth and detail. The use of one or more methods is possible. When selecting 
methods, the rationale for their suitability should be presented. 

Methods must have the following features:  
- to be scientifically sound; 
- conform to the system under study; 



N. Orekhova, V. Kharchenko, V. Tilinskiy – INTEGRATED HMI SAFETY ASSESSMENT METHODOLOGY FOR SAFETY-CRITICAL I&C SYTEMS 

 
RT&A # 03 (26)  

(Vol.7) 2012, September 
 

 

33 

- to give an understanding of nature and the nature of risk, how to control and process. 
Method selection can be implemented based on the following factors:  

- purpose of the evaluation;  
- system development ; 
- type of system;  
- resources and opportunities;  
- nature and degree of uncertainty;  
- complexity of methods;  
- ability to obtain quantitative data output;  
- the applicability of the method; 
- availability and accessibility of information for the system; 
 - needs of decision makers. 

Table 1 shows the results of a comparative analysis of several method-candidates for Safety 
Case. Recommendations and the applicability of a specific technique throughout the risk assessment 
process of HMI have been considered when selecting methods. 

 
Table 1. A comparative analysis of risk assessment methods.  

 
 

  Type of risk assessment methods 
Relevance of influencing factors  

Possibility 
of the use 

of the 
HMI  

Resources, 
and 

capability 

Nature and 
degree of 

uncertainty 

 

Complexity 

Checklists Low Low Low + 

Preliminary analysis of the hazards Low High Average – 

Scenario Analysis Average High Average – 

Fault tree analysis (FTA) High High Average _ 

Analysis of the "tree" of events Average Average Average _ 

Analysis of the causes and consequences High Average High _ 

The analysis of types and the 
consequences of failures (FMEA and  
FMEСA)  

Average Average Average + 

Hazard and Operability Study (HAZOP) Average High High + 

Reliability assessment of the operator 
(HRA) 

Average Average Average + 

Multi-criteria decision analysis (MCDA) Low High Average + 

 “+” - applicable;   “– “  - no data  
 
A possible profile of methods for Safety Case and the process of integrated safety 

assessment of HMI of NPP I&Cs at all stages of the life cycle is shown on Fig. 6. 
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Figure 6. Method of assessment of HMI I&Cs safety. 
 
5.1. Multi-criteria decision analysis (MCDA). 

 
The purpose of this analysis is to estimate the variety of options by applying a set of 

criteria. In the HMI case many prototypes can serve as such set of options. 
The result of the analysis is to establish the order of preference of options available.  While 

analysing, matrix of options and ranked and combined criteria are prepared, to provide an 
assessment for each option. This method is particularly useful at the early stages of design under 
uncertainty. 

Analysis of the safety criteria has shown that, as a rule, they have the interval based on a quality 
and a character. The values of the most of them can be described by linguistic variables. Therefore, 
the safety assessment problem and selection of the best option in terms of safety criteria of the HMI 
of NPP I&Cs can be formulated as the problem of a fuzzy multi-criteria analysis of options [11]. 
      Suppose we are given many options for HMI  kPPPP ,...,, 21  and safety criteria – set 

 nGGGG ,...,, 21 , then the problem of multi-criteria analysis is to reorder the elements P  based 
on a set of criteria G .  HMI version PPj   is evaluated by criteria GGi   by the number )( jG P

i
  

in the range  1,0 . The higher the number )( jG P
i

  the better option jP  for the criterion iG , ni ,1 , 

kj ,1 . Then, the criterion iG  can be  represented  by a  fuzzy set iG on the  universal set of 
options ܲ [11]: 
ప෩ܩ                                                        = 	 ቄ

ఓಸ(భ)

భ
,
ఓಸ(మ)

మ
, … ,

ఓಸ(ೖ)

ೖ
ቅ	,                                              (1) 

where  ீߤ( ܲ) is the degree of affiliation of the element ܲ to the fuzzy set ܩప෩ . 
Building affiliated functions based on the twin comparisons is very convenient in finding the 

degree of affiliation of fuzzy set (1). When using this method, one must generate a matrix of twin 
comparisons of the results for each criterion. The total number of such matrices is equal to the 
number of criteria. The best option is the one that's best for all criteria simultaneously. 

Fuzzy solution D෩ is the intersection of partial criteria (formula 3). 
According to the fuzzy set  D෩, the best option is the one with the highest degree of affiliation: 
 

ܦ                                          = 	argmax	(ߤ( ଵܲ), )ߤ ଶܲ),… , )ߤ ܲ))  
When the criteria of non-equilibrium degree of affiliation of fuzzy sets D෩ are found with the 
formula: 

Stage 

Result 

Safety 
Case 
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൫ߤ                                                  ܲ൯ = 	minୀଵ,തതതതത(ீߤ( ܲ))ఈ , ݆ = 	 1, ݇തതതതത  ,                                      (2) 
where  ߙଵ- coefficient of the relative importance of the criterion ܩ, ଵߙ ଵߙ	+ +	…+ ߙ = 1  
 
D෩ = Gଵ෪ ∩ Gଶ෪ ∩…∩ G୬෪ =	ቄ

୫୧୬స	భ,തതതതതஜృ(భ)

భ
,
୫୧୬స	భ,തതതതതஜృ(మ)

మ
, … ,

୫୧୬స	భ,തതതതതஜృ(ౡ)

ౡ
ቅ                           (3) 

Saaty method has become widely spread method to find the rank of criteria based on the 
matrix of the twin comparisons [11]. This approach campaign is about finding the approximate 
values of the vector of ranks, as the geometric mean values of each row of the matrix of twin 
comparisons. Thus obtained geometric mean values of the eigenvector are normalized by dividing 
by the sum of the geometric means. 
 
5.2 Hazard and Operability Study (HAZOP) 

 
The HAZOP method is a procedure for identifying potential or unforeseen hazards in the 

object due to a lack of information at the design/project stage or hazards manifested by 
abnormalities in the functioning of the system. The main objectives of this method are: 

– making a complete description of an object or a process; 
– systematic check of each part of the object or process in order to detect deviations from 

the project objectives; 
 – decision making on the possibility of hazards or problems, associated with these 

deviations. 
The HAZOP process is a methodology of a good quality, based on control words, like 

questions about how design tasks or conditions of functioning may not be met at each stage of the 
project, process, procedures or a system. The composition and the interpretation of the control 
words can vary, depending on the object of analysis. The process usually has a team of specialists 
from different areas in the course of several meetings. 

HAZOP method can be applied to HMI at various stages of a design or while the system is 
functioning. The possibility of using the HAZOP method for the HMI risk assessment is based on 
the fact that control words can be applied to the physical parameters and transmission of 
information. HAZOP allows you to explicitly take into account the causes and consequences of 
errors. 

HAZOP study involves the following stages: 
– identification of goals, objectives and scope of the study;  
– acquisition of HAZOP study group;  
– gathering the necessary documentation, drawings and descriptions of the technological 

process;  
– dividing of the object of analysis into smaller elements and analysing them by using the 

collected documents and control words. Guidewords stimulate individual thinking and encourage 
brainstorming; 

– it documents any abnormalities and related conditions. In addition, identification of the 
ways to find and/or to prevent rejection is detected. It’s documented on the HAZOP worksheets. 
Examples of the guidewords deviation are shown in the table. 

Guidewords can be applied to parameters such as: 
–  physical parameters;  
–  transfer of information;  
– aspects of the operation. 

Examples of deviations and the respective control words for HMI are shown in table 2. 
HAZOP study can identify abnormalities that require the development of mitigation measures. 

In cases where mitigation measures are not obvious or very expensive, HAZOP study results allow 
identification of initiating events necessary for the further risk analysis. The HAZOP process allows 
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determination of different failure types, their causes and consequences. If deviations cannot be 
corrected, the risk of each such deviation should be evaluated. 

HAZOP process can be applied to all types of the design goal deviations due to shortcomings of 
the project, the component(s), planned procedures, and personnel actions.  

The method can be applied to various systems of mechanical, electronic, software, control 
systems for safety-critical facilities and computer systems (CHAZOP, Hazard and Operability 
Study management or Hazard and Operability study of computer-assisted tools). 

 
Table 2. Deviations and associated guidewords for the HMI. 

 
Type of deviation Guidewords HMI example 

 
Negative No Data or signals do not pass 
Quantitative deviations More Data is transmitted with higher speed 

than required 
Less Data is transmitted with lower speed than 

required 
Qualitative deviations As well as Error signal 

Part of Incomplete data or signals  
Reverse Reverse Inappropriate signals or data 

Other than Incorrect signals or data 
Time Early Signals come too soon 

Late Signals come too late 
Order or sequence Before Signals come earlier than required 

After  Signals come later than required                             
 

The advantages of the HAZOP method include the following:  
− provides tools for the systematic and comprehensive research system, process or procedure;  
− is conducted by experts from various fields; 
− allows solution development and processing risks; 

 − applicable to a variety of systems, processes and procedures; 
 − can explicitly take into account the causes and consequences of human errors.  
Successful use of HAZOP methodology applied to a complex object like an I&Cs HMI, with 

multiple links and relationships to other complex object, like an NPP, is very dependent on proper 
identification of goals, objectives and scope of the study.  

Scope of study shall be very clearly idefined; any relationships with interfacing objects should 
be formalized to minimize number of study cases to a lowest reasonable number. Without such 
limitations number of study cases tends to increase beyond any reasonable limits and ambiguously 
cover safety study of related objects. 

For example, from point of isolated HMI estimation in many cases it makes no sense to trace a 
single operator’s fault in reading of specific process point value to its possible consequences on the 
plant side, because number of such consequences may be unlimited or undefined. Instead it makes 
sense to split process points into limited number of groups depending on their importance for plant 
safety in specific operation mode and establish a formal definition of hazards for every specific 
group.  
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5.3. Failure mode and effects analysis (FMEA) 
 

FMEA methodology allows you to identify the nature of failures, mechanisms for their 
occurrence and impact. FMEA can be accompanied by a critical analysis, when the significance of 
each type is determined (FMECA). FMEA analysis is applicable to both systems, and their 
component, including software, SFME(C)A.  

HAZOP process is similar to the FMEA. It allows failure modes identification, their causes 
and consequences. The difference is that HAZOP is carried out in reverse order of unwanted results 
and deviations to the possible causes and failure types, whereas FMEA starts with the failure type 
determination (Fig. 7). 

 
         

 
 

Figure 7. Comparison of HAZOP and FMEA.  
 
5.4. Recommendations to joint application of safety assessment methods of HMI 
 

Obviously, no one of the above methods do not guarantee the accuracy of safety assessment 
in the process of designing HMI at all stages of the life cycle. It is also clear that the right choice 
and the sharing of different methods can increase completeness, confidence and cost-effectiveness 
of the analysis. Integration of qualitative and quantitative methods in the Safety Case should be 
performed on the basis of individual evaluation techniques with using selected criteria, and 
development the methodology for their joint use. Let us consider the profile of the methods 
proposed above in terms of compatibility and application to evaluate the safety HMI. Compatibility 
of methods is caused by their supplement and using the results of each other. At the initial stage of 
designing the concept of HMI is represented as a list of tasks and system requirements.  

The problems of safety arising at this stage are caused by incompleteness and inconsistency 
of requirements with the principles recommended by normative documents. Assessment of 
specifications is carried out by an expert way, recommendations about revision of some important 
requirements for safety can be formulated as result of estimation. In the second stage of the design 
several prototypes of the HMI are developed, that implement the proposed concept. At this stage the 
assessment consists of a choice of the safest HMI, that in the best way takes into account the human 
factor and meets safety criteria. For HMI components (video frames) which provide the solution of 
critical tasks, in addition carried out a qualitative analysis of studies using HAZOP, which resulted 
in the identification of a possible deviation from the requirements and assessment of possible 
consequences. Features of interaction, configuration, information and visual design are specified at 
the stage of detailed design. Analysis of HMI can be supplemented by the methods of FMEA and 
FTA, which will allow to receive probabilities of a deviation (error) and gravity of consequences. 
Elements of the analysis are video frames and information flows. At the final stage for the ready 
HMI the usability testing is performed by the operator using simulator. A metric assessment of 
safety is also used. The results of these assessments must confirm the quality and safety of the 
finished product and design process. 
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5   CONCLUSION 
      

Safety assessment of the I&C HMI is based on the Safety Case methodology, which allows 
us to improve the completeness and reliability of the integrated assessment at all stages of the life 
cycle from concept to finished product.  

Rationale and methods selection is done by multidisciplinary profile-forming regulatory 
framework, which let us to combine the Safety Case methods in software engineering, risk 
assessment, human factor engineering and usability.  

Rank of the design principles of the HMI safety has been implemented as a result of their 
analysis.  Ranking was conducted with the participation of Westron company experts that has 
twenty years of experience in the developing safety critical I&C systems of NPPs. Nowadays these 
results are used at carrying out experiment to assessment HMI I&C system "Vulkan" on compliance 
to safety principles. Application of the techniques discussed above is planned to be used to evaluate 
the quality and safety of human-machine interfaces in the process of modernization and 
development of new NPP I &C. 

Future research will be focused on the development of tools, means and techniques for 
evaluating HMI safety. 
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ABSTRACT 
 

In this paper a problem to define direct and inverse sets of nodes connected with failed node is considered. This 
problem is solved by a calculation of connectivity matrix. To simplify initial network a problem of a 
minimization of its numbers of nodes and arcs is solved also. Calculation complexity of this solution is 
approximately cubic by a number of nodes. 

 
1. INTRODUCTION 
 

Failures graphs or failures trees are widely used in an analysis of different engineering 
networks: communication, internet, software, in parallel and distributed systems and in technology 
processes control, etc. (see for example [1]-[3]). This concept is developed presumably in 
engineering literature and so needs some mathematical interpretation and generalization by modern 
methods of discrete mathematics: mathema-tical logic, graph theory, general algebra, theory of 
algorithms and discrete optimization. A purpose of such generalization is to decrease dimension of 
failures graphs and trees without a change of their main characteristics: direct and inverse sets of 
nodes connected with failed node. A combination of such approaches allows to obtain new results 
in this classical area of the reliability theory. 
 

2. DIRECT AND INVERSE SETS OF NODES CONNECTED WITH FAILED NODE 
 

Our aim is to analyze how a failure in some node of oriented graph leads to failures in another 
nodes. This problem is connected with a necessity to investigate a spread of failures in 
technological networks. The problem is formulated analogously to a problem of failures tree 
analysis. But in a case of failures graph which appeared in manifold applications to systems of 
energy supplement this problem is significantly more complicated. Later we assume that if there is 
the arc (݅, ݆)		in	the	failures	graph	then a failure in the node ݅	spreads to the node ݆. 

Consider oriented graph ܩwithout fold arcs and without loops. Suppose that its nodes set	ܫ 
consists of ݊ < ∞		elements and its arcs set ܸ	consists of	݉	elements. This graph may be described 
by incidence matrix ฮ݃ฮ,∈ூwhere	݃ = 1	if the arc(݅, ݆) ∈ ܸ and ݃ = 0 if the arc	(݅, ݆) ∉ ܸ. 
Further we assume that	݃ = 1, ݅ ∈  .ܫ

Introduce on the nodes set ܫ of the graph ܩ binary relation [4] " ≥ ". 
Definition1 .Say that	݅ଵ ≥ ݅ଶ	if in the graph ܩ there is a way from the node	݅ଵ	to the node		݅ଶ. 

It is obvious that this binary relation is reflexive:	݅ ≥ ݅, ݅ ∈ and transitive: if ݅ଵ	ܫ ≥ ݅ଶ, ݅ଶ ≥ ݅ଷ 
then ݅ଵ ≥ ݅ଷ, ݅ଵ, ݅ଶ, ݅ଷ ∈  .ܫ

Denote by  ܫଵ(݅) = {݆: ݆ ≥ (݅)ଶܫ ,{݅ = {݆: ݅ ≥ ݆}	direct and inverse sets of nodes connected 
with failed node	݅. To define the family of sets	{ܫଵ(݅), ,(݅)ଶܫ ݅ ∈  we suggest the following	{ܫ
algorithm.Suppose that the graphฮ݃ฮ,∈ூ 	is defined by the following conditions:	݃ = 1	if in the 
graph ܩ there is a way from the node	݅	to the node	݆ with a length not larger than ݇. In opposite 
case	݃ = 0. It is obvious that	݃ଵ = ݃ . 
Theorem 1. The following equalities are true 
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 ݃ା௦ = max
∈ூ

	min	൫݃ , ݃௦ ൯, ݅ ∈ ,ܫ ݆ ∈ ,ܫ ݇ ≥ 1, ݏ ≥ 1. (1) 

Proof. Suppose that	݃ା௦ = 1	then there is a way from the node	݅	to the node	݆ with a length not 
larger than	݇ +  with a	ݎ	to the node	݅	This way may be divided into two ways: from the node .ݏ
length not larger than ݇and from the node	ݎ	to the node	݆	with a length not larger that  . 
Consequently	݃ = 1, ݃௦ = 1	and the formula (1) is true. 

Vice-versa assume that		݃ା௦ = 0 and suppose that	max
∈ூ

	min൫݃ , ݃௦ ൯ = 1. Then there 
is	ݎ ∈ ݃	so that ܫ = 1, ݃௦ = 1	and consequently there is a way from the node	݅	to the node ݆ with 
a length not larger than	݇ + and so ݃ା௦ ݏ = 1. This contradiction proves the 
equality	max

∈ூ
	min൫݃ , ݃௦ ൯ = 0. The equality (1) is true. 

Theorem 2. The relation	݅ ≥ ݆, ݅, ݆	 ∈  is true if and only if	ܫ
 ݃ଶ

 = 1, ݈ = min(ݐ: 2௧ ≥ ݊). (2) 

Proof. The formula (2) leads to the inequalities	݃ଵ ≤ ݃ଵ ≤ ⋯.	Any way from the node	݅	to the 
node	݆	with a length not larger than	݊	contains cycles because the number of nodes in the graph 
,݅	݊. So by a deletion of all cycles it is possible to transform a way between the nodes	equalsܩ ݆	with 
a length larger than	݊ to a way with a length not larger than	݊.Consequently the equalities	݃ =
݃ାଵ = ⋯are proved and so	݅ ≥ ݆		is true if  ݃ = ݃ଶ

 = 1. 
Corollary 1. From Theorems 1,2 we obtain that to calculate the matrix	ቛ݃ଶ

ቛ
,∈ூ

 it is possible to 

use the following algorithm 
 ݃ଶ

ೖశభ = max	
∈ூ

minቀ݃ଶ
ೖ , ݃ଶ

ೖቁ, ݅ ∈ ,ܫ ݆ ∈ ,ܫ 1 ≤ ݇ < ݈ (3) 

with calculation complexity	2݈݊ଷ where	݈~݈݃	ଶ	݊, ݊ → ∞. 
Corollary 2. The following equalities are true: 
(݅)ଵܫ  = ቄ݆: ݃ଶ

ೖ = 1ቅ, ܫଶ(݅) = ቄ݆: ݃ଶ
ೖ = 1ቅ , ݅ ∈  (4) .ܫ

Remark 1. A specific of the algorithm described by the formulas (3), (4) is that analogously to the 
Floid and Steinberg algorithm [5] we calculate complete family {ܫଵ([݅]), ,([݅])ଶܫ ݅ ∈  not its {ܫ
representatives. Given algorithm contains logic product of matrices described by the formula (3) 
and permitting a paralleling by well known methods [6]. To economy of computer memory it is 
worthy to describe elements of all matrices by logic variables not decimal ones. 
 
 
3. REPRESENTATIN OF THE SETS ࡵ(),  BY CLASSES OF NODES	()ࡵ
 

Consider now a structure of results obtained from the formula (4). 
Definition2. On the set	ܫ introduce binary relation " ≡ "by the condition	݅ଵ ≡ ݅ଶ	if and only 
if		݅ଵ ≥ ݅ଶ, ݅ଶ ≥ ݅ଵ. 
Lemma 1. The relation" ≡ "	is equivalence relation. 
Proof. From Definition 2 we have that binary relation " ≡ " is reflexive and transitive and 
symmetric. 

Consequently the set	ܫ	may be divided into equivalence classes 
ଓ̂ = {݅ᇱ: ݅ᇱ ≡ ݅} = ቄ݅ᇱ: ݃ᇱଶ

 = ݃ᇱଶ
 = 1ቅ. 

Denote by		ℐ = 	 {ଓ̂: ݅ ∈  .the set of such equivalence classes		{ܫ
Definition 3. On the set		ℐ		introduce binary relation	ଓොଵ ≥ ଓ̂ଶ ⟺∃݅ଵᇱ ∈ ଓଵ̂, ݅ଶᇱ ∈ ଓ̂ଶ ∶ ݅ଵᇱ ≥ ݅ଶᇱ . 
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Lemma 2. Binary relation	" ≥ "on the set		ℐ		is a relation of partial order and is defined by the 
condition	ଓො ≥ ଔ̂ ⟺ ݃ଶ

 = 1. 
2. If  	ଓොଵ ≥ ଓ̂ଶ then for any	݅ଵᇱ ∈ ଓଵ̂, ݅ଶᇱ ∈ ଓ̂ଶ	the formula	݅ଵᇱ ≥ ݅ଶᇱ 	is true. 
Proof. 1. From Definitions 2, 3 we have that partial order	" ≥ "	on the set	ℐ	of equivalence classes is 
refle-xive and transitive and antisymmetric and consequently is the relation of partial order. The 
formula	ଓො ≥ ଔ̂ ⟺ ݃ଶ

 = 1		is obvious. 
2. Assume that	ଓොଵ ≥ ଓ̂ଶ	consequently for any	݅ଵᇱ ∈ ଓଵ̂, ݅ଶᇱ ∈ ଓ̂ଶ	it is possible to construct in the 
graph	ܩ	a way from the node	݅ଵᇱ 	to the node	݅ଶᇱand so	݅ଵᇱ ≥ ݅ଶᇱ . 
Corollary 3. The following formulas are true 
(݅)ଵܫ  = ⋃ ଔ̂ఫ̂ஹప̂ , (݅)ଶܫ	 = ⋃ ଔ	ෝప̂ஹఫ̂ , ݅ ∈  (5) .ܫ

On the set		ℐ		of equivalence classes  using the relation of partial order " ≥ " it is possible to 
construct the oriented graph	࣡	with the set of arcs	ࣰ	using the following procedure. Suppose 
that	ଓ̂ ≥ ଔ	ෝand there are nodes	݅′ ∈ ଓ̂, ݆′ ∈ ଔ	ෝso that (݅ᇱ, ݆′) ∈ ܸ then the arc	(ଓ̂, ଔ̂) ∈ ࣰ. It is obvious that 
the graph	࣡	is acyclic and  
without fold arcs. It is possible to restore the relation " ≥ "using an analog of Definition1. Denote 
by ฮ݃ప̂ఫ̂ฮప̂ఫ̂∈ℐ 		incidence matrix of the graph	࣡	and define ቛ݃ప̂ఫ̂ଶ

ቛ
ప̂ఫ̂∈ℐ

 as connectivity matrix of the 

graph	࣡ nodes. It is obvious that a calculation of the matrices	ฮ݃ప̂ఫ̂ฮప̂ఫ̂∈ℐ	, ቛ݃ప̂ఫ̂
ଶቛ

ప̂ఫ̂∈ℐ
by known 

matrices	ฮ݃ฮ∈ூ,ቛ݃
ଶቛ

∈ூ
 demands not larger than	2݊ଷ arithmetical operations. 

 

4. MINIMIZATION OF ARCS NUMBER IN GRAPH ऑ 
 

Consider the graph ࣡ with the set ℐ of nodes and the relation of partial order " ≥ " and the set 
of arcs ࣰ. Our problem is to remove from the set ࣰ maximal possible subset of arcs so that the 
matrix of nodes connectivity ቛ݃ప̂ఫ̂ଶ

ቛ
ప̂ఫ̂∈ℐ

	does not change and consequently the sets	{ଔ̂: ଔ̂ ≥ ଓ̂}, 

{ଔ̂: ଓ̂ ≥ ଔ̂},  ଓ̂ ∈ ℐ	from the formula (5) do not change also. This procedure of a minimization of arcs 
number is necessary to make failures graph maximally transparent and compact. 

Assume that the set ࣰ contains the arc (ଓ̂, ଔ̂). 
(A). Suppose that there is the node	݇ ∈ ℐ, ݇ ≠ ଓ ̂such that 	݃ప̂

ଶ݃ ఫ̂
ଶ = 1. Then the arc (ଓ̂, ଔ̂) is to 

be deleted from the set	ࣰ. As the graph ࣡	is acyclic so a way ଓ̂, ݇ , ଔ̂ does not contain the arc (ଓ̂, ଔ̂) and 
consequently a deletion of this arc from the set	ࣰ	does not change the connectivity matrix 
ቛ݃ప̂ఫ̂ଶ

ቛ
ప̂ఫ̂∈ℐ

. If the condition (A) is not true then the arc (ଓ̂, ଔ̂) remains in the set ࣰ	and the matrix 

ቛ݃ప̂ఫ̂ଶ
ቛ

ప̂ఫ̂∈ℐ
 does not change also. 

 As a deletion of different arcs from the set	ࣰ	is realized independently so we obtain minimal 
possible number of arcs in the set ࣰand this solution is unique. Algorithm of the number of arcs in 
the graph ࣡	minimization	may be easily parallelized because a rejection of arcs is realized 
independently. It is not difficult to obtain that this procedure demands not larger than2݊ଷarithmetic 
operations. 
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ABSTRACT 
 

An approach to ensure the reliability of engineering systems at design stage is considered in this paper. 
This approach is associated with construction of an acceptable region inside the system parameter space. A 
model that describes an acceptable region constructed on the basis of multidimensional grid is offered. The 
methods for reducing amount of data with respect of resource limitations and particulars of data decomposition 
for its parallel processing are described.  

 
 

1  INTRODUCTION 
 

The task of feasible parameter region exploration often arises at engineering systems design. 
This task is associated with a set of specific procedures such as parameters tolerancing and 
choosing their nominal values, estimation of system sensitivity and parametric reliability. As a rule, 
a feasible parameter region (region of acceptability) is a domain comprised of parameter vectors 
which yield proper system performance. Obtaining the region characteristics or its approximation 
significantly facilitates solutions of design tasks associated with reliability control. Essential 
difficulty of the region approximation consists in high dimension of parameter space, incomplete 
prior information and only pointwise exploration of parameter space with system performances 
calculation. 

There are different methods for constructing acceptable region. The method of approximation 
with a hyper-parallelepiped is in general use (Abramov et al. 2007, Jess et al. 2003). The methods 
of approximation with ellipsoids and polytopes are more advanced, but more complicated (Conti et 
al. 1994, Stehr 2005). One more approach consists in approximation with discrete set of elementary 
figures. Usually, hyper-parallelepipeds are used as elementary figures (Abramov & Nazarov 2011). 
In this paper, this method of approximation is applied to determine a region of acceptability. 

The process of a multidimensional region construction with a discrete set of elementary 
parallelepipeds (boxes) is associated with two problems. The first problem consists in large amount 
of data to be processed and stored. The second problem arises from the first one and consists in high 
computational requirements. The second problem can be solved with application of parallel 
computing technologies (Abramov et al. 2007).  

The application of parallel computing requires decomposition of a task. In this work, it is 
shown that the decomposition of the process of acceptable region construction can be carried out by 
splitting data to be processed in parallel. The model of the region approximation allows splitting the 
data into various parts of various volumes dynamically. 

                                                        
1 This work is supported by FEB RAS: Grants 12-I-OEMMY -01 (Basic Research Program of PMMCP Branch RAS 
№ 14) and 12-III-B-03-023. 
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The problem of storing large amounts of data is solved by optimization of the data structure, 
described by the model. The optimization consists in eliminating redundant data using algorithms of 
lossless data compression. Generally computer memory limitations do not allow keeping all the data 
describing the region of acceptability. In addition, to increase access speed when using compressed 
data it is required data splitting with their index ranges assigning. Thus, within the framework of 
acceptable region construction with respect of data compression and parallel processing, the task of 
file storage organizing arises. 

This work is devoted to solving the problem of storage and processing region of acceptability 
data with account of computer memory limitations, application of data compression algorithms and 
parallel processing. 

 

2 A REGION OF ACCEPTABILITY 
 
2.1 A region of acceptability definition 
 

From a consumer point of view, a system has its performance characteristics (gain, 
temperature, voltage, etc.). The performances are given as m-vector (1): 

),...,,( 21 myyyy .         (1) 

From a design point of view, any system consists of elements/components that perform their 
functions. These elements are considered to be atomic. Thus, system parameters are considered as 
the n-vector: 

),...,,( 21 nxxxx .        (2) 

System performances (1) depend on parameters (2) of system elements (system parameters). 
System topology is defined by the model (3) which relates system parameters (2) to the system 
performances (1): 

)(xyy  .  (3) 

System components are influenced by different factors like ambient temperature, supply 
voltage, radiation, etc. These factors are usually taken into account in the model (3) as operational 
parameters and cannot be controlled by the designer. Operational parameters and aging factor cause 
deviations of system parameters which, consequently, cause system performances deviations. 
Usually, system performances (1) are constrained by performance specifications (4): 

maxmin )( yxyy           (4) 

The deviations of system parameters may cause violation of performance specifications (4) 
that means system failure. The task of parametric synthesis (Abramov et al. 2007) as one of design 
stages consists in nominal parameters choosing to meet the performance specifications (4) with the 
account of system parameter deviations during operating cycle. The solution of this task is often 
associated with determination of a region of acceptability as defined in (5): 

})(|{ maxmin yxyyRx  n
xD .       (5) 

The region of acceptability and schematic illustration of system parameter deviation from 
nominal values x0 at the moment t0  to gradual parametric failure at the moment t2 are presented in 
Figure 1. 
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Figure 1. The region of acceptability and gradual parametric failure. 

 
 
2.2 Grid Approximation of a Region of Acceptability 
 

As it was said before, the approximation of a n-dimensional region with a discrete set of 
elementary hyper-parallelepipeds (boxes) is used in this work. The basis of such representation of a 
region is a n-dimensional regular grid inside a bounding box (circumscribed box (Abramov et al. 
2007) or parameter tolerances box) defined by the constraints (6): 

maxmin xxx  .  (6) 

Grid nodes (7) define corners of the elementary boxes: 

iiij hjxx  0 ,  (7) 

where i=1,2,…,n is an index of a parameter, j=0,1,…,Qi is the node index for i-th parameter (the 
first node xi0 = xi min ), hi = (xi max – xi min) / Qi is the grid spacing for i-th parameter, Qi – is the 
amount of “quanta” – the atomic intervals into which the range [xi min , xi max] is divided. For each xi 
inside a “quantum” y/xi = 0 is supposed. Every “quantum” is indexed with ki = 1,2,…,Qi , thus 
the set of indices (k1,k2,…,kn) identifies an elementary box. It is supposed that every point x inside 
an elementary box yields the same performances as its central point xc(k1,k2,…,kn) with the 
coordinates defined in (8): 

ni
h

kxx i
ii

ik
ci

,...,2,1,
20  .           (8) 

Every point xc(k1,k2,…,kn) acts as a sampling point for elementary box identified by the 
indices (k1,k2,…,kn). System performances (1) are calculated for every elementary box’s sampling 
point using the model (3). Then these performances are compared with performance specifications 
(4). Thus, for every elementary box, the binary function (9) is calculated: 



 


otherwise

kk
kkkF nc

nxD ,0
)),...,((,1

),...,,( max1min
21

yxyy
.     (9) 

The function (9) determines the membership of a sampling point in the region Dx. Let us denote the 
set of elementary boxes Bg, then the function (9) defines a partitioning (10) of this set: 

 1010 , ggggg BBBBB .      (10) 

The subset Bg
1 is the approximation of the region of acceptability Dx, constructed with a discrete set 

of elementary boxes, defined with a regular grid. The example of 2-dimensional sections of 8-
dimensional region of acceptability for an amplifier parameters choosing is illustrated in Figure 2. 
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Figure 2. 2D sections of 8D region of acceptability for nominal sizing. 

 
The region of acceptability approximation with a grid is defined with the model (11): 

),,,,( SQBnGR    (11) 

where n is the amount of designable system parameters (2), B = {(xi min, xi max), i=1,2,…,n} is a 
bounding box, defined by the constraints (6) in system parameter space, S = (s1, s2, …, sn) is a set of 
membership indicators that store results of membership function (9). Every indicator sp{0,1} 
displays the membership of the corresponding elementary box in subset Bg

1 or Bg
0, R=Q1Q2…Qn 

is the amount of elementary boxes and, consequently, the amount of membership indicators. The 
one-to-one correspondence between indices (k1,k2,…,kn) and the index p of an indicator in the set S 
is defined in (12). It is evident, that zero-based indices are preferable. 

)1(...
...)1()1(

121

321211





 nn kQQQ
kQQkQkp

.   (12) 

The process of the region of acceptability construction on the basis of the model (11) was 
described in the work (Abramov & Nazarov 2011). Briefly, this process consists in complete 
enumeration of the values of index p with calculation of corresponding indices (k1,k2,…,kn), 
calculation its sampling point (8), calculation of membership function (9) and assigning its result to 
the indicator sp. The illustration of the result of this process and indicators assignment is presented 
in Figure3. 
 

 
Figure 3. A region of acceptability approximation with a regular grid. 

 
 

The usage of 1-dimensional structure for storing indicators is explained both by the 
convenience of the data storage and transmission and by its flexibility for task decomposition for 
parallel processing. The flexibility consists in the opportunity to splitting of the indicators array into 
arbitrary amount of portions of various volumes (e.g. for load balancing). 
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3 DECOMPOSITION OF THE DATA 
 

The problem of the region Dx approximation with the model (11) consists in large amount of 
data. In addition, the indicators array data are redundant. This redundancy is induced by the way of 
its consecutive storage and its inner binary representation. The redundancy associated with the array 
data storage consists in occurrence of long sequences of indicators of the same value on the back of 
the way of consecutive storage of 1-dimensional sections of a multidimensional region (Fig. 3). The 
redundancy related to inner array data representation consists in the follows. Every indicator 
requires only one binary bit, but the basic addressable memory element is a byte, that consists of 
several binary bits (usually, eight bits). Thus when using usual byte array to store one byte per an 
indicator, a kind of “rarefaction” in the data occurs, that is highly undesirable when storing large 
amount of data. The solution to this problem is utilizing of every binary bit of a continuous byte 
array that can be achieved with the use of binary arithmetic (Abramov & Nazarov 2011). 

Within the framework of the array data decomposition task, consider reducing of redundancy 
related to long sequences of the same indicator values. The most evident solution is storing lengths 
of the sequences of the same values, e.g. the array of characters BBBBWWWBBWWWWW will 
be reduced to B4W3B2W5. This is well-know algorithm called Run-Length Encoding (RLE) and 
usually it is used in computer graphics and communication technologies. The advantage of this 
algorithm is speed of compression and decompression, but only when enumerating sequentially 
(Salomon 2007). 

With respect to storing of indicators array, the algorithm of RLE is described as follows. The 
array of membership indicators S = (s1, s2, …, sn), sp{0,1} p = 1, 2,…, R is stored as a set of 
pairs like (13): 

)),(),...,,(),,(( **2211 RRRLE lclclcS  ,  (13) 

where ci{0,1} is an indicator value, li is the amount of its repetitions (the length of the sequence), 
R* is the amount of pairs (ci, li) in the array SRLE that can not be evaluated without enumeration over 
all the elements of initial indicators array. 

The algorithm of RLE reduces the data size of indicator array from 10 to 1000 times (Fig.4). 
The compression ratio depends on the grid spacing (“quanta” amount) and the actual region Dx 
configuration. 
 

 
Figure 4. The indicators array compression ratio with RLE algorithm. 

 
 

The problem of RLE algorithm is low speed of random indicator access. Since the array (13) 
includes only sequences codes, it is required to obtain the index q of the pair (cq, lq) which encodes 
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the indicator sp identified by random index p. The searching for the pair (cq, lq) requires sequential 
addition of the lengths until p satisfies (14): 

0,, 0
1

1  


 LlLLpL
q

i
iqqq .   (14) 

Then q is the index of the desired pair (cq, lq), and sp = cq. As can be seen, the access to 
random indicator takes q operations of addition. That is the problem of using this algorithm to 
reduce data redundancy. One of the solutions to this problem is offered in this work. The amount of 
addition operations when searching q in (14) can be reduced if the search is started from pair (cr, lr) 
and previously calculated sum Lr < p. Thus it is proposed to split the array SRLE into T portions with 
assigning corresponding ranges (15) of indicator indices: 

Tipp ii ,...,2,1),,( maxmin  ,          (15) 

Moreover, pi min = p(i-1) max + 1, i = 2,3,…,T and pT max = R. In this case, the search of the desired 
pair (cq, lq) starts from the search of the portion t, which encodes the indicators with the indices 
from the range (15) where index p falls: 

maxmin tt ppp  .  (16) 

After the portion t of pairs is found, the search of desired pair (cq, lq) is performed according 
to (14) as it was described before, but with significant improvement in the form of L0 = pt min -1. If 
the algorithm of binary search is used for finding the portion according to (16), it takes O(log2T) 
operations, that is much less than linear sum (14). 

Another advantage of indicator array splitting is the possibility of its parallel processing. As 
was said before, high computational requirements are another problem of the region of acceptability 
approximation. Thus, the solving of this task is almost incogitable without parallel computations. 
The algorithm (Abramov & Nazarov 2011) of region of acceptability approximation on the basis of 
the model (11) represents the same instructions performed for every elementary box (SPMD – 
Single Process, Multiple Data). This fact allows for task decomposition on the basis of indicators 
array splitting. 

 
 

 
Figure 5. The indicators array decomposition and its parallel processing. 
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The construction of the region of acceptability approximation on the basis of the model (11) 
in parallel processes requires passing the model parameters n, B, Q and the range (15) to every 
parallel process. Using these parameters, every process is able to restore univalent indices 
(k1,k2,…,kn) on the every iteration of indicators enumeration inside the range, and, consequently, to 
calculate the performances (1) and membership function (9). This process is illustrated in Figure 5. 

4 CONCLUSIONS 
 

The problem of large amount of data in the framework of the region of acceptability 
construction on the basis of approximation with a discrete set of elementary boxes is considered in 
this work. The ways of reducing of the data redundancy and corresponding problem of data access 
are considered. The methods of increasing random access speed on compressed data are offered. 
The efficiency of indicators array partitioning both for access speed and for the task decomposition 
for using of parallel computations technique is presented in this work. 
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ABSTRACT 
 

In this paper a problem of asymptotic estimate for connectivity probability of non oriented connected graph with 
fold and low reliable arcs is solved. An algorithm of a calculation of asymptotic constants with cubic complexity 
by a number of nodes is constructed. This algorithm is based on Kirchhoff`s theorem for a calculation of a 
number of spanning trees and relative characteristics. 

 
 
 
1. INTRODUCTION 
 

A problem of connectivity probability calculation for random graphs with low reliable arcs is 
considered in manifold articles. In [1], [2] upper and lower bounds for connectivity probability 
(reliability polynomial) in general type networks are constructed using maximal systems of non 
intersected skeletons. Networks for which these bounds equal zero are constructed. In [3] 
connectivity probability for multi graphs (graphs with fold arcs) is analysed. For relatively small 
number of arcs in [4] accelerated algorithms of reliability polynomial coefficients calculation are 
constructed. These algorithms showed sufficiently good results in a comparison with Maple 11. In 
[5] this problem is solved using Monte-Carlo method with some specific combinatory formulas.  

But for large number of arcs these calculations become sufficiently complicated. So a 
problem of a construction of sufficiently convenient asymptotic formulas for a calculation of 
connectivity probability in graphs with high reliable or low reliable arcs becomes actual. First 
problem is solved in [6] for planar graphs using Burtin-Pittel asymptotic formula [7], Whithney 
theorem about a relation between cross sections in planar graphs and cycles in dual graphs [8] and 
Harary formulas [9] for numbers of simple (without self intersection) cycles with length not larger 
than 5 in non oriented connected graph.  

In this paper a problem of asymptotic estimate for connectivity probability of non oriented 
connected graph with fold and low reliable arcs is solved. An algorithm of a calculation of 
asymptotic constants with cubic complexity by a number of nodes is constructed. This algorithm is 
based on Kirchhoff`s theorem for a calculation of a number of spanning trees [11] and relative 
characteristics. It is worthy to note that last years this theorem and its manifold generalizations are 
widely used in different disciplines: physics of elementary particles, electromagnetism, acoustics, 
elasticity theory, sociology, biology etc. [10] – [12]. In this paper Kirchhoff`s theorem is used in 
reliability theory. 
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2.  MAIN RESULTS 
 

Assume that non oriented and connected and simple (without loops and fold arcs) graph  ܩ   
has the nodes set   ܷ = {1,… , ݊}		and the arcs set  ܸ. Each arc  ݒ = (݅, ݆),  1 ≤ ݅ ≠ ݆ ≤ ݊, of the 
graph  ܩ  works with the probability  (ݒ) and fails with the probability  	1 −  and arcs work  (ݒ)
independently. We shall analyse connectivity probability  (ܩ) of the graph  ܩ  with randomly 
working and low reliable arcs. Define Kirchhoff`s  matrix  	ܭ = ‖݇(݅, ݆)‖,ୀଵ 		of the graph  ܩ ∶  

݇(݅, ݆) = ൝
,݅	݁݀݊		݂	݁݁ݎ݃݁݀ ݅ = ݆,

−1, (݅, ݆) ∈ ܸ,
0, .݁ݏ݈݁

		 

Here node`s degree is a number of its incident arcs. Spanning tree of the graph   ܩ  is a tree with the 
nodes set 	ܷ and with the arcs set which contains in  ܸ.  Denote  ݉   the number of spanning trees 
of the graph  ܩ. 

 
 

Theorem 1.  If  (ݒ) = ℎ,  ℎ ∈ ܸ  then for  ℎ → 0		we have the equality 
(ܩ)ܲ  = ݉ℎିଵ൫1 + ܱ(ℎ)൯ (1) 

where calculation complexity of the coefficient ݉ definition is  ܱ(݊ଷ). 
 
Proof.   Formula (1) is proved in [2, Formula (5)]. From Kirchhoff`s-Trent theorem (see for 
example [10]) algebraic complements of all elements of Kirchhoff`s matrix   ܭ  are equal to the 
number  ݉  of all spanning trees in the graph  ܩ.  It is well known (see for example [13]) that a 
calculation of a determinant with the order ݊ − 1 and consequently a calculation of the coefficient  
݉  by the Gauss method demands ܱ((݊ − 1)ଷ) arithmetical operations. 
Corollary 1. If for some natural  ݈(ݒ)  the probability  (ݒ) = ℎ(௩)  then  each arc in the graph ܩ 
may be replaced by  ݈(ݒ)  serial connected arcs ,   ݒ ∈ ܸ , and then Theorem  1 may be applied to 
this graph . 

This corollary may be used to analyse random time to a failure of network connectivity if 
analogous characteristic for an arc is  (ݒ) = (ݒ)߬)ܲ > ܶ) , T → ∞ . 
Theorem 2.  If for some positive   (ݒ)ݏ   the probabilities    (ݒ)ݏ~(ݒ)ℎ,  ℎ → ݒ ,	0 ∈ ܸ,  then 
(ܩ)ܲ  = ݉ଵℎିଵ൫1 + ܱ(ℎ)൯	, ℎ → ܱ	, (2) 

Here ݉ଵ is algebraic complement of each element (which are equal) of the matrix   ܭଵ =
= ‖݇ଵ(݅, ݆)‖,ୀଵ   where 

݇ଵ(݅, ݆) =

⎩
⎪
⎨

⎪
⎧  ,݅)ݏ (ݐ
௧∈,(,௧)∈

, ݅ = ݆

,݅)ݏ− ,(ݐ (݅, ݆) ∈ ܸ	
0, .݁ݏ݈݁

 

 
Proof.  Denote  ܩଵ, … , ݊  Each of them has .ܩ	   spanning trees of the graphܩ − 1 arcs. Put   ܣ   
the event that all arcs in the tree ܩ work, 1 ≤ ݇ ≤ ݉. Then we have:  ܲ(ܩ) = ܲ(⋃ ܣ

ୀଵ )  and so 
∑ (ܣ)ܲ − ∑ ܲ൫ܣభܣమ൯ଵஸభழమஸ

ୀଵ ≤ (ܩ)ܲ ≤ ∑ (ܣ)ܲ

ୀଵ . 
From the conditions on    (ݒ)  we obtain that 
∑ ∏ ℎݏ௩∈ீೖ

ୀଵ (ݒ) − ܱ(ℎ) ≤ (ܩ)ܲ ≤ ∑ ∏ ℎݏ௩∈ீೖ


ୀଵ  , (ݒ)

ෑℎݏ
௩∈ீೖ



ୀଵ

(ݒ) = ℎିଵෑ ݏ
௩∈ீೖ



ୀଵ

 (ݒ)
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Designate  ݉ଵ = ∑ ∏ ௩∈ீೖݏ

ୀଵ -and obtain Formula (2). From a generalization of Kirchhoff`s   (ݒ)

Trent theorem (see for example [11, Theorem 1]) we obtain that ݉ଵ coincides with algebraic 
complement of each element of the matrix   ܭଵ  and calculation complexity of its definition is  
ܱ(݊ଷ). 
Remark 1. Theorem 2 statement may be spread onto multi graph constructed from the graph   ܩ  by 
a replacement of each arc   ݒ	 ∈ ܸ   by   (ݒ)ݏ  parallel and independently working copies of this arc. 
This parallel connection has working reliability    ~	(ݒ)ݏℎ	,   ℎ → 0		. 
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Abstract 

This paper is a review integrating, amending, and developing the approach applied in authors’ previous works 
devoted to the tensile and fatigue reliability analysis of unidirectional composite material considered as a series system 
the links of which are, in general case, complex parallel systems with redistribution of load after failure of some items. 
By processing experimental data it is shown that the models based on the Markov chains  (MCh) theory  allow (1) to 
describe connection of cdf of tensile strength of fibers (strands) and a composite specimen, (2) to perform nonlinear 
regression analysis of fatigue curve and prediction of its changes due to a change of tensile strength characteristics of 
the composite components, (3) to predict the fatigue life at a program loading, (4) to estimate  the cdf of the residual 
strength and residual life after a preliminary fatigue load. 

Keywords: Composite, Fiber, Fatigue life, Strength 
 
 

1. INTRODUCTION 
The distribution of static strength, the fatigue curve, and the accumulation of fatigue damage 

under a program loading are often described by poorly interconnected hypotheses. The distribution 
of static strength is usually analyzed by the Weibull or lognormal distributions, while the fatigue 
curve is described by formal regression dependences. The accumulation of fatigue damage under a 
program loading, as a rule, is carried out by using the Palmgren-Miner hypothesis or its 
modifications. Here we consider the application of the Markov chain (MCh) theory for a unified 
approximate solution of the mentioned problems. Application of the Markov process theory for 
specific problems is discussed in several publications (see, for example, [1]-[2] as the most 
interesting) but the idea of connection of cdfs of tensile strength, fatigue life, residual strength and 
residual fatigue life (after some preliminary fatigue loading) with the cdf of tensile strength of a 
composite material component is relatively new. First steps in that direction were made in 1980 [3]. 
This paper is a review integrating, amending, and developing the approach applied in authors’ 
previous works [4-7] “furnished” with examples of solution of the above-mentioned problems for 
unidirectional fibrous composite within the framework of some specific case of unified 
mathematical model.  

 Actually  this paper is an addition  to [4]. The main new idea of the paper is to show that 
nearly the same type of MCh model  can be used  for the case of tensile strength, as well as for the 
case of fatigue life analysis of a composite material. A new idea of using random Daniels sequence 
is discussed also. 

2. MODEL OF A UNIDIRECTIONAL FIBER-REINFORCED COMPOSITE MATERIAL. MAIN IDEAS 
We consider the composite specimen as a series system with Ln  links, a random number of 

which, LK , 1 L LK n   have defects. We call them weak micro-volumes (WMV). Contrary to a 
general set of probability structure (ps) for a single fiber (strand), described in [4 ], in which the 
failure of both types of links (with defect and without defect)  can be the cause of failure of 
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specimens here we suppose that failure of the specimens can be only as the consequence of failure 
of some WMV. This assumption is equivalent to the assumption that the strength of links without 
defects is equal to infinity or very large. 

 

 
Fig.1. Model of the weak microvolume of a composite  

under a load and after removal of the load . 
 

We suppose that in general case the WMW consists of Cn  perfectly elastic (brittle) 
longitudinal items (LI) (fibers or strands) and a matrix where plastic deformations are accumulated 
if cyclic loading takes place (Fig.1). We assume that, except for the LIs, the plastic part includes all 
other composite components, i.e. the matrix itself and all the layers with stacking different from the 
longitudinal one! And we assume finally that, if the number of LIs in the WMV decreases by Rr
items, the elastic part of the specimen breaks down, which is followed by the failure of the 
specimen as a whole. The total number of LIs in one WMV, Cn , in general case can be more than 

Rr  but  we suppose that failure of ( / )R Cr n -th part of elastic LIs of WMV is considered as failure of 
elastic part and the whole WMV also by definition. The value of /C R cf r n  is a parameter of the 
model. The slanted hatching in Fig.1 symbolically points to the possibility of accumulating an 
irreversible plastic strain. If it exceeds some critical level YC , the failure of the WMV and the 
specimen as a whole takes place also. We emphasize that this graphic image, as applied to a 
composite, should be understood symbolically. It is more suitable for metals, where the 
accumulation of plastic strains is associated with some “act of flow” (for metals - a shift over slip 
planes). We assume that one act of flow leads to the appearance of a constant plastic strain 1Y . The 
failure of WMV takes place after the accumulation of a “critical” number of such acts, Yr , i.e., after 
the accumulation of a critical plastic strain, YC , for which the relation YC = 1Y Yr  is valid, where 

YC  and  Yr   are model parameters. Since the elastic and plastic parts are integrated in a unit, the 
accumulation of plastic strains (irreversible deformation of the plastic part) leads to the appearance 
of residual stress: tension in the elastic and compression in the plastic part of the specimen [4]. 

For description of the process of failure of WMV using MCh theory we should provide the 
description of  space of states of MCh and its connection with the structure of the composite WMV, 
the corresponding structure of the matrix of transition probabilities and its connection with the cdf 
of mechanical characteristic of the component of WMV, the process of loading. 

2.1.     Probability description of WMV 

2.1.1.     Description of space of states and transition probability matrix  
As it was already mentioned, a set of probability structures (ps)  for description of fiber 

(or strand) as series system is considered in [4]). Now we consider probabilities structure of 
specimen but, first, ps of one WMV.  

    Let us, in general case, associate the process of gradual failure of a WMV with an 
absorbing MCh the set of states of which is determined by the number of broken LIs and the 
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number of acts of flow. The matrix of transition probabilities is presented as a totality of ( Yr +1) 
blocks with ( Rr +1) states within each of them. Then, the indices of input and output states, i and j, 
can be expressed in terms of the corresponding local indices  , ,Y R Yi i j and Rj : RYR iiri  )1)(1( ;  

RYR jjrj  )1)(1( . 
Table 1 shows an example of (symbolic) filling of the matrix for the case where Yr = Rr =2 for 

independent failure of LI and act of flow. In this case the destruction of a specimen occurs if two 
LIs fail (event A), or two acts of flow are accumulated (event B), or events A and B take place 
simultaneously. The absorbing states of the MCh correspond to these events. In the example 
considered, there are ( Yr +1)( Rr +1) = 9 states. The symbols pR0, pR1, … designate the probabilities 
of failure of the corresponding numbers of elastic (rigid) elements; pY0, pY1, … are the probabilities 
of the corresponding numbers of acts of flow (yielding). 

TABLE I 
EXAMPLE OF THE TRANSITION PROBABILITY MATRIX 

  
 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Since the local order number of state is defined by the number of failed LIs, it is connected 
also with the local stress in intact LIs. The set of states of MCh can be connected  also not only  
with the number intact LIs but with the set of corresponding values of local stress. For tensile test it 
is more convenient to use the connection with the intact (or failed) LIs. For fatigue test it is more 
convenient to consider the connection with the local stress (see the definition of Daniels’ sequence 
in the following).  

 Consider now the simplest special case (the most interesting for tensile test of a 
unidirectional composite) when there are only Cn  LIs (fibers or strands). Equality R Cr n  is used for 
the definition of failure of WMV, and the existence of composite matrix  is not taken into account. 
In this case the WMV is a parallel system with ( C Cn K ) LIs, where Cn is a constant (initial number 
of LIs without any defect), CK , 0 C CK n  , is the number of failures of LIs  in the link. Note that in 
this case the equality C CK n  means the failure of link (WMV)  and the specimen also.  

 jY 1 2 3 
jR 1 2 3 1 2 3 1 2 3 

iY iR i \ j 1 2 3 4 5 6 7 8 9 

1 

1 1 
pR0pY

0 
pR1pY

0 
pR2pY

0 
pR0pY

1 
pR1pY

1 
pR2pY

1 
pR0pY

2 
pR1pY

2 
pR2pY

2 

2 2 0 
pR0pY

0 
pR1pY

0 
0 

pR0pY

1 
pR1pY

1 
0 

pR0pY

2 
pR1pY

2 

3 3 0 0 1 0 0 0 0 0 0 

2 

1 4 0 0 0 
pR0pY

0 
pR1pY

0 
pR2pY

0 
pR0pY

1 
pR1pY

1 
pR2pY

1 

2 5 0 0 0 0 
pR0pY

0 
pR1pY

0 
0 

pR0pY

1 
pR1pY

1 

3 6 0 0 0 0 0 1 0 0 0 

3 

1 7 0 0 0 0 0 0 1 0 0 

2 8 0 0 0 0 0 0 0 1 0 

3 9 0 0 0 0 0 0 0 0 1 
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Note also, that for this type of WMV there is only one block in the transition probability 
matrix P  corresponding to 0Yr  , R Cr n . The number of states of MCh is equal to ( 1Rr  ).  

 
Note again, that it is not necessary to connect the failure of WMV with equality C CK n  .  

We can in general case to define the failure of unidirectional WMV as the event when the intact part 
of LIs becomes less than some critical  value Cf : ( ) /C Ci c cn K n f  . In this case [ ]R C Cr f n +1, 
where [ x ] is the integer part of x . 

For the considered type of WMV the four main versions (hypotheses) of the structure of 
matrix P , denoted as aP , 

CanP , bP  and cP , are considered in [4]. Matrix aP  corresponds to the 
assumption that, in one step of MCh, only one LI can fail, and it is the nearest one to the already 
failed LIs (in some way this corresponds to development of a crack); 

CanP corresponds to the failure 
of the weakest item in the considered WMV(cross section); bP  corresponds to a binomial 
distribution of the number of failures at every step of MCh; cP  corresponds to the case when the 
stress concentration function is known.  

Total initial load  of this type of WVM is equal to CSn , where S is the initial stress (load of 
one LI). For the three first types of matrix a uniform distribution of load between intact LIs is 
supposed. Then, if the number of failed  LIs is equal to i , the stress in the still intact LIs will be 
equal to / ( )C CSn n i . For the matrix of type cP the function of stress distribution across the cross 
section of WMV should be known (see the details in [4]). This connection of the local stress and the 
number of states of MCh should be taken into account for calculation of matrix of transition 
probabilities. 

The corresponding set of states can be used also for modeling of fatigue test (again, see 
details in [4]). But in [6,7] the set of MCh states  is connected with the random Daniels’ sequence 
(RDS). The components of RDS, , correspond to the random process, a realization of 
which has the following form: 1 ,

€/ (1 ( )),   0,1,2,...,
s Ci X n i Cs S F s i n    ,   where 0 ,s S S is the initial 

stress (initial load of one LI), ,
€ (.)

s CX nF is the estimate of cdf of strength of a LI, which is defined by 
some sample 1( ,..., )

Cs snx x  of observations of Cn  random variables (random strength  of Cn  LIs) with 
the same cdf ( )

sXF x . Here we use the following definition: ,
€ ( ) ( ) /

s CX n CF x k x n , where ( )k x  is the 
number of observations which are lower  than x . or equal  to x .So here   1( ,..., )

Cs snx x  is a vector of 
observations of random strengths, 1,...,

Cs snX X , of components of some WMV, 1 / (1 ( ) / )i i Cs S k s n   , 
0,1,2,..., 1ci n  . In following we suppose that 1( ,..., )

Cs snx x  is the vector  of ordered statistics: 

1 2 ...
Cs s snx x x   . 

The increase of local stress corresponds to decreasing of local cross section (reduction of the 
number of intact components of WMV). Let us again define that the failure of WMV takes place if 
local cross section become less than some value Cf  (initial total cross section area of WMV is equal 
to one). Here Cf  is a constant, a parameter of the considered model. Then critical local stress 
corresponding to this event, *

UTS , is defined as minimum of stress, s ,  for which the part of LIs with 
strength less than s   is more than Cf : *

UTS = 0 1 2
€min{ : ( ) ,   { , , ,...}}

sX Cs F s f s s s s  , where   is 
RDS. The random number *

0 1 2max{ : ,   { , , ,...}}RDS i UT iN i s S s s s s   , we call as RDS  fatigue life  
(RDSFLf) at stress S . Here is  is an item of RDS (for specific S , for specific realization 

,1 1( ,..., )
C Cs n s snx x x   of random vector of ordered statistics ,1 1( ,..., )

C Cs n s snX X X  ). 

,...},,{ 210 sss

,...},,{ 210 sss
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Let us define the random function ,1( , )
CDFLm S s nS k x  the value of which is equal to the maximum 

value of S  for which in RDS with 0 Ss k S  and specific ,1 Cs nx  there is some i for which 

1 2 ....i i is s s     = 0 1 2max( , , ,...)s s s = *
,1( , , )

CS s ns S k x    . Growth of stress in RDS is stopped after it 
reaches *

,1( , , )
CS s ns S k x   which is the solution of the equation €/ (1 ( ))

sS Xx k S F x   or €(1 ( ))
sS Xk S x F x  . 

We call ,1( , )
CDFLm S s nS k x   the Sk -RDS-fatigue-limit ( Sk -RDSFLm)) because if initial stress, S , is 

lower its value then corresponding Sk -RDSFLf (for 0 Ss k S and specific ,1 Cs nx  ) is equal to infinity. 
Existence of Sk -RDSFLm explains the phenomenon of random fatigue limit.  

 

Solution of the equation  €(1 ( ))
sS Xk S x F x   exists  if €max (1 ( ))

sS Xk S x F x  . In accordance with 
Daniels [8,9] the strength of a parallel system of Cn  LIs is random variable DS = €max (1 ( ))

sXx F x  
with asymptotically normal distribution 2( , )D DN   , where parameters D  and D  are defined  by 
the cdf of strength of LI .  By fitting the fatigue life data by Sk -RDS-MCh model we can find an 
appropriate estimate parameters of the model including Sk . Then  we can make estimate the 
probability that Sk -RDSFLf is equal to infinity: 

 inf ,1( | ) ( ( , )) ( ) /
CC DFLm S s n S D Dp P T S P S S k x k S          . 

Example of Monte Carlo calculation of “normalized” RDS, ( (1/ )Sk , 
*

,1( , , )
CS s ns S k x    and infp for  different Sk  and 10 random realizations of ,1 Cs nx   was  provided in [7] . 

Similar result for the same initial data is shown in Fig.  2.    
 

 
 

 
 

Fig. 2. Examples of ‘normalized’ RDSs  and estimates of infp for fatigue test of carbon-fiber 
composite [5] for S = 290.1 MPa and different Sk (see [7]) 
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If for calculation RDS we use  1Sk   then  RDSFLfs are very small, RDSFLm is very high 
(see [4,6,7]).  So although the use of RDS provides a qualitative explanation of fatigue failure of a 
composite material and can also explain the phenomenon of fatigue limit, the quantitative prediction 
is very poor.   

 But the possibility of explanation of the existence of phenomenon of fatigue limit is very 
attractive. The very high value of RDSFLm can be explained by existence of local stress 
concentration, i.e. instead of equality 0s S  (see [6]) the   initial stress in RDS should be defined by 
equality 0 ,Ss k S where Sk  is a local stress concentration coefficient. The probability characteristics 
of fatigue life and appropriate description of fatigue curve in the framework of this model can be 
fitted to the real characteristics of fatigue life using the theory of MCh with space of states based on 
RDS.  

For this type of MCh the first r  states of state space are related with the items of RDS,
0 1 1{ , ,..., }rs s s  , rs  is connected with the absorbing state . In Fig.2 we see two types of RDS. For RDS 

of first type items of RDS grow up to infinity. For this type of RDS-MCh model, absorbing state is 
connected with the event that the local stress is equal or larger than *

UTS . For the second type of 
RDS there is a final limit and absorbing state should be connected with *

,1( , , )
CS s ns S k x  . In the 

simplest case it can be assumed that only transitions to the nearest ‘senior’ state can take place. So 
the following simple matrix of transition probabilities can be considered:  

 

, 

 
where ( 1) ( 1)( ( ) ( ) / ( ( ))i i i C ip k s k s n k s    , 1i iq p  . Note that here P is a realization of random matrix  

,1( , )
Cs nP P x X   . It is a function of load x  and random vector of strength of Cn  LIs, 

,1 ,1 ,( ,..., )
C Cs n s s nX X X  .  So all results of calculation using this matrix will be random if Cn  is not 

large enough.  In order to get mean results the Monte Carlo method can be used. But if Cn  is large 
enough then, for example, if there is normal  distribution, 2

0 1( , )N   , of logarithm of strength of LI 
then the items of matrix P , approximately, can be  defined in following way  : 

1 0 1((log( ) ) / )Sp k S     ; 2 1/ (1 )Ss k S p  ; ( 1) ( 1)( ) / (1 )i ic i c i cp p p p    , 
 
where 0 1((log( ) ) / )ic ip s     ,  ,  1 / (1 )i S ics k S p   , 1,2,...,i r . 
        
and the corresponding nonrandom matrix P  can be used. A numerical example for this special case 
is considered in [6].  

2.1.2.     Description of the process of loading. CDF of tensile strength and fatigue life of 
WMV 

By renumbering the states, the matrix of transition probabilities of any absorbing MCh can be 
reduced to the form 
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I
RQ

P
0

, 

where I is the unit matrix and 0 is the matrix consisting of zeros.   
 

As it was told already the matrix P is a function of loading stress, x .  Loading process in 
tensile test is described by an ascending up to  infinity sequence 1 21 { , ,..., ,...}tx x x x  . The cdf  of the 
number of steps up to absorption, AT ,  is defined by matrix P , a priori probability distribution on 
MCh states,  , and by an sequence of loads, x1∞ : 

1

( ) ( ( ))
A

t

T j
j

F t P x u


  , 1 2{ , ,..., ,...}j tx x x x                                       (1) 

 where vector-column '(0,0,...,1,...,1)u  has only zeros and units (for absorbing states). By the 
choice of  we can model different levels of a priori quality of tested specimens (for example, the 
modified binomial distribution of initial number of intact LIs in one WMV can be modeled). 

The load corresponding to the time to absorption, 
ATx  is a random tensile strength. If ( )tx g t , 

where (.)g  is monotonicaly increasing function for which there is the inverse function 1(.)g , then 
cdf of random variable 

ATX x  is  
 

 1( ) ( ( ) ) ( ( ))
AX A TF x P g T x F g x   ,   1x x  .                              (2a)   

For fatigue test for estimation of fatigue life at a stress level x , all items in the sequence 
1 21 { , ,..., ,...}tx x x x  are equal: 1 2 3 ....x x x x     where x  is some parameter of cycle (for example, 

x is a maximum stress of pulsating cycle). Then fatigue life (cycle number up to failure) is equal to 
C m AT k T  cycles, where mk , 0mk  , is a scale factor, i.e. it is the number of cycles corresponding to 

one MCh step. In this case 
1

( ) ( )
t

t
j

j

P x P x


  and ( ) ( )
A

t
TF t P x u , 0,1,2,...t  . Cdf of the number of 

cycles up to failure, CT , is defined by equation 
/( ) ( / ) ( )m

C A

n k
T T mF n F n k P x u  ,  0, ,2 ,3 ,...m m mn k k k                             (2b ) 

Note again that we have random results of equations (1, 2a, 2b) if  we have random matrix 
,1( , )

Cs nP P x X   (if MCh state space is defined by RDS) but using Monte Carlo method (or if Cn is 
large enough) we can get approximately determined results. 

Examples of equations for calculation of P  for fatigue loading by pulsating cycle taking into 
account presence of the plastic part of WMV are given in [4].  A version of “translation” of any 
cycle  with any other asymmetry into a pulsating cycle is given in [5]. 

Let us denote by nS  the conditional fatigue limit at n cycles of load. Then cdf of nS  is  
[ / ]( ) ( | ) ( )m

n

n k
S CF x P T n S x P x u    , 

where P is defined by stress x , [ ]x is the integer part of x , and u  are the same as previously. 
It is worth to note that probability that fatigue life is larger than n  at stress S  is defined by 

equation [ / ]( | ) 1 ( )mn k
CP T n S x P x u    .  This probability we can estimate relatively easy.  But it is 

very difficult to estimate function ( )
nSF x . 

As it was shown already, using RDS models we can estimate the probability that fatigue life  
at a stress level S is equal to infinity.  

 

Let us denote 
0

t tt Q R
P

I
 

  
 

. Different columns of the matrix ( )t t tB I Q R  define the 

probabilities of absorption (failure) in different absorbing states for different initial states (rows). 
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For example, matrix element in the right upper corner of tB corresponds to probability of failure of 
the WMV as consequence of failure of all LIs  (or, in general case,  for the composite matrix the 
relation YC = 1Y Yr  is reached) at MCh step number t  if the initial state 1i   (see Table 1). 

 But if we do not need this detailed information then instead of matrix P  we can use the 
matrix UP  in which all the absorbing states are united in one absorbing state. The number of states 
of matrix UP is equal to 1Y Rh r r  . The matrix UP  is useful for analysis of fatigue life in program 
loading. Cdf of fatigue life for a program loading defined by the sequence x1∞ corresponding to 
some specific program of loading  can be calculated again using equations (2a) and (2b). Consider 
specific two-stage fatigue loading: 

1 1 1 11 1 1 1 2 ( 1) ( 2) ( )1 { 1 , } {{ , ,..., },{ , ,..., ,...}}t t t t tx t x t xt x x x x x x      ;

11 2 ,..., I
tx x x x    ,

1 1 1( 1) ( 2) ( ),..., .... II
t t t tx x x x        , Ix  is the stress in the first fatigue loading 

stage, IIx  is the stress in the second fatigue loading stage. After preliminary loading  
11 1 21 { , ,..., }tx t x x x  an a priori distribution 0  is transformed into „a posteriori” distribution 

1

1 0
1

( )
t

t
j

P j 


  .  Using  
1t  instead of    in equations (2a) and (2b) we can get the cdf of both 

residual strength and residual fatigue life T  in two-stage fatigue loading. 
 It is necessary to note that usually we are interested in these characteristics only for the 

specimens which are still intact after the preliminary fatigue loading. The components of „a 
posteriori” conditional distribution for them are: 

1 1 1
( ) ( ) / (1 ( ))t c t tk k h     for 1,2,...,( 1)k h  , 

1
( ) 0t c h   . This distribution, matrix UP  and the second stage loading 

1 1 11 1 ( 1) ( 2) ( ){ , ,..., ,...}t t t txt x x x      
should be used in (2a) and (2b) instead of  , P  and x1∞  for calculation of cdf of residual step 
number AT  up to absorption (WMV failure).  Now the residual strength is rv 

1( )At Tx   (see also in 
[4] the definition  of the so called mk -residual strength which defines the stress of fatigue cycle 
which produces the  fatigue failure in mk  fatigue cycles which are equivalent to one step of MCh. 
Its cdf is defined by equation 

1 11
( ) ( )

x tS j t c jF x P x u , 

 where 
1 11 2{ , ,...}j t tx x x  ,

1 1
I

tx x  ,
1 11 2{ , ,...}t tx x  is an ascending up to  infinity sequence of stresses in 

“residual” tensile strength test) ,  

2.2. Probability description of a specimen 
We suppose that in the simplest case, neglecting the presence of composite matrix in a 

unidirectional composite  (sequence of links), there are two types of links: there are LK , 
1 L LK n   , links with defects  and ( L Ln K ) without defects. In damaged links, we call them as 
WMV, there are  only ( C Cn K ) LIs, 1 1C CK n   ; CK  LIs are failed. So now WMV  is a parallel 
system with ( C Cn K ) items. Recall that the equality C CK n  means the failure of WMV  and 
the specimen also. There are a priori probability mass functions (pmf) of random variables LK  
and CK  : 

LKp  and 
CKp . 

In general case some WMVs  can appear before but another during tensile or fatigue 
loading. 

 
2.2.1. All WMV appear before test 
 
 Let ( )CiK t , 0 Ci CK n  , be the number of failures of LIs  in the i-th link at the tensile load  

tx , 1 2{ , ,..., ,...}t tx x x x , 1 2 3 1... ...t tx x x x x       Load increases up to infinity. Then the number of 
steps of load increasing up to tensile failure of the i-th WMV  
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max( : ( ) 0)Ai C CiT t n K t   ,                                                         (3)                                                     
Two approaches for describing the second stage of total specimen failure can be considered: 

(1) the failure process development takes place in every WMV; (2) the failure process development 
takes place only in one WMV in which there is the maximum value of a priori  failed LIs  due to 
technological defects. 

For the first hypothesis, which is studied in [4] (see also reference in [4]), we have the 
following definitions of the number of steps of tensile loading up to failure of the specimen  

1 1
min min max( : ( ) 0)

L L
A Ai C Cii K i K t

T T t n K t
   

    .  

For corresponding  cdf we have  

1
1

( ) ( )(1 (1 ( )) )
L

A L A

n
k

T K T
k

F x p k F x


   , 

where 
1
( )

ATF x  is cdf of AT  of one WMV; 
LKp is pmf of rv LK  (modified ( 1LK  ) binomial or Poisson 

distribution; see [4] ).  In the following we call this hypothesis as MinMax hypothesis and the 
corresponding family of cdf (for different versions of MChs) as MinMax cdf family.  In the 
simplest case, if  ( ) 1L LP K n  ,  we have 

1
( ) (1 (1 ( )) L

A A

n
T TF x F x   .  

In this paper we consider the second hypothesis: the failure process development takes place 
only in one WMV in which there is a minimum of intact LIs,  min( (0))Cmn C Cii

N n K  , where 

(0)CiK is the initial number of (technological) defects in i-th WMV.   Then 
* *max( : min( (0)) ( ) 0) max( : ( ) 0)A C Ci CmnCi Cii

T t n K K t t N K t      
 

where * arg min( (0))C Cii
i n K   is the index of link corresponding to minimum intact LIs. This 

hypothesis we call as MaxMin hypothesis (MaxMin distribution family can be introduced also). 
Obviously, instead of calculation of cdf of rv CmnN  it is more convenient to calculate cdf of rv 

1
max( (0))

i

L

Cmx C Cmn C
i K

K n N K
 

    for which we have  
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  , (.)
CKp  is a priori pmf of rv (0)CK .  Then for Cmn C CmxN n K   we have 

the cdf  ( ) ( ) ( ) 1 ( )
Cmn CmxN C Cmx C Cmx K CF m P n K m P n m K F n m          

and pmf  ( ) ( ) ( 1),
Cmn Cmn CmnN N Np m F m F m   2,..., 1Cm n  , 

0 0
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C CN Np F . 

But for  *max( : ( ) 0)A Cmn CiT t N K t    we have  
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1
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1

( ) ( ) ( )
C

A C A C

n

T N T n m
m

F t p m F t





  , 

where | ( )
A CT n mF t  is cdf of AT  of one WMV for Cn m  (see (1)). 

Of course, we can reach the tensile failure of any specimens by increasing of load. So in every 
specimen there is at least one WMV and rv LK is an integer which is larger or equal to one, more 
exactly:  1 L LK n  . Let rv K have a binomial or Poisson cdf (if Ln  ). Then for rv LK  the 
conditional cdf of K under condition K >0 or definition LK =1+ K  can be used.  

Recall that connections between AT , tensile strength, X , and number of cycles up to fatigue 
failure, CT , are defined by (2a) and (2b). 
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2.2.2. The initiation of WMVs takes place during the process of loading 
 
For tensile test it can be assumed that the number of WMV depends on the load. So the 

parameter of the binomial distribution can be taken equal to ( )F x  where (.)F  is cdf of tensile 
strength of one LI, x  is load (see details in [4]). 

For fatigue test in [5] it is supposed that WMVs do not originate simultaneously but in 
accordance with a Poisson process. Then the number of WMVs is a random function of time. It 
increases during fatigue loading with intervals iX , 1,2,3,...i  .  So 1X , 1 2X X , 1 2 3X X X  , ... 
are the time moments of initiation of new WMVs. Let us denote by jT  fatigue life of   j-th specific 
WMV. Then the life of specimen  

 
1 2 1 3 1 2min( , , ,...)Y T T X T X X    . 

 
                                                                                       

                                                              Y 
 
 
 
 
 
 
 
  
 X1 X2  T3 
                       
                                                                                            T2 
 

T1 
 
 
 
 
 
 
 

Fig. 3 . Definition of Y . 
 

This equation can be written in the form 1 1 1min( , )Y T X Y  ,  where 
1

( ) ( )Y YF y F y . 
We have the following solution of this equation   for the exponential distribution with a 

parameter   of all  independent random variables  1 2 3, , ,...X X X   (mean value of X  is equal to 
1/  )  

0

( ) 1 (1 ( ))exp( ( ) )
C C

y

Y T TF y F y F t dt     .   

where ( )
CTF t  is cdf of fatigue life of one WMV (see (2b),  time unit is one cycle). 

 
In [5] the example of using this approach for processing of test data is given.  
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Finally, we should mention that using results of fatigue test of glass fiber composite material 
example of the reasonably successful „ translation” of cycle with some positive assymetry into the 
pulsating cycle is also given in [5]. 

3. PROCESSING THE TEST DATA 
 In [4] there are examples of test data processing connected with MinMax approach. More 

exactly, there are examples of processing of results of fatigue tests (S-N curve and residual life) of 
carbon-fiber reinforced composite specimens using probability transition matrix of the form of 
Table 1 under assumption that there is only one WMV (see also reference in [4]). In [5] there is an 
example of processing glass-fiber reinforced composite specimen test data under assumption that 
different WMVs do not appear simultaneously but in accordance with the Poisson process. In both 
cases we have reasonable results of fitting test data and some prediction for different length and 
different stress ratio and examples of prediction of residual strength for two different preliminary 
loadings ( , ),   1,2i iS n i   : (292.53 МPа, 60 000), (390.05 МPа, 900).  

In this paper a specific case of MaxMin approach is used for processing fatigue test   and 
tensile strength test results of composite specimens made of unidirectional glass-fibre composite 
(Udo UD ES 500/300 - SGL epo GmbH с  LH 160 of „Composites HAVEL”; [0/45/0])  for L= 60. 

Because of the specific structure of specimens, for processing of tensile and fatigue data we 
use specific structure of matrix aP  (see [4]) with 40Rr  , Yr =0 (there are only LIs); Cn =50.  
Lognormal distribution of LI tensile strength was assumed. For description of cdf of the rv (0)CK  
the conditional binomial cdf under condition that (0)C CK n  (recall, equality (0)CK = Cn  means 
failure of specimen) was used :  

(0) ( ) ( (0) | (0) )
CiK Ci Ci CF k P K k K n     

0

( , , ) / (1 ( , , ))
k

C C C C C
j

b j p n b n p n


 , 1,..., 1,Ck n  ( , , ) (1 ) !/ !( )!Cn ji
C C C C C Cb j p n p p n j n j   . 

For  simplicity, only the case L LK n  =100  was studied.  So cdf  

(0) (0)
1

( ) ( ) ( ) ( )
L

L
L C C

n
nk

Cmx K K K
k

F m p k F m F m


  , 1,2,..., 1Cw n  , was used. 

  The reasonable fitting of tensile (Fig. 4) and fatigue test results (Fig. 5) for mk =0.150 was 
reached at 0 6.59  , 1 0.2  . These parameter do not differ too significantly from their estimates 

0
€ 6.5869  , 1 0.3008 


 which are obtained processing tensile tests of strands (1200 fibers).  

 
 

 
 
 

Fig. 4. Fitting of results of tensile strength test of specimens (+ and ) 
and predicted tensile strength pmf . 
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Fig. 5. Fitting of test fatigue life (+) (symbols > and <  correspond to two sigma interval) 
 
 

CONCLUSION 
 For different types of composite material the different versions of general model  are 

applicable. As we see in Fig.3-Fig.5 and in conclusions of [4-7],  by processing of test results it is 
shown that the considered versions of models, based on using MCh theory and both MinMax and 
MaxMin approaches (for modeling of the scale effect),  can be used for nonlinear regression 
analysis in order to get fitting and some prediction of tensile and fatigue test results. For a general 
type of model a large number of parameters and specific type of a priori information should be 
known for corresponding numerical calculation. Clearly, for different types of composite material 
the different versions of general model are appropriate. Corresponding comparison analysis should 
be made and the best specific components of the general MCh model can be chosen for specific 
material (it is the subject of following papers). The components of the general MCh model are :  

 1.Type of cdf of mechanical characteristics (tensile strength, Young’s modulus, …) and its 
parameters (for example, 0  and 1  for  cdf with location and scale parameter) for LIs and matrix. 

2. Parameters of composite structure (number of LIs in one WMVs, LIs part of cross section 
of WMV, …) .  

3. Definition of failure of WMV (choice of Cf , YC ,…). 
4. Definition of distribution of initial state of WMV. 
5. Definition of distribution of number of WMV (links) in specimen as a series system. 
6. Definition of process of loading 1x   for tensile or for fatigue test. 
7. Criterion of quality of fitting and prediction of test data.  
  Some model parameters can be equated with (or can be  taken approximately equal to) the 

parameters of cdf of the tensile strength of composite components and the parameters of composite 
structure (for example, relative total cross section area of LIs) or just can be chosen  a priori (for 
example, the value of Cf  in definition of failure of WMV) . Simultaneous fitting of results of both 
tensile and fatigue test of specimens allows estimation of other model parameters.  
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Of course, the considered models are too simple to describe the actual basic physical process. 
The influence of some model components (for example, details of description of tensile loading) 
should be studied carefully before final statistical analysis conclusion should be made.    But the set 
of the model versions can be used as a wide field of study of composite material strength and 
fatigue life  not only for graduate work of students but and for some engineering applications: for 
approximate prediction of the effect of not too drastic changes of mechanical characteristics of 
composite material components and type of load process x1∞  . 
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ABSTRACT 
 

This paper summarizes the result of an effort to develop a unified approach to design-driven testability 
evaluation of avionic systems. These systems include both internal diagnostic equipment referred to as built-in-
test (BIT) and external off-line test equipment. At the designing stage an adequate database to evaluate the 
quality of the BIT is the failure mode and effect analysis. In the paper various mathematical indices are 
suggested and constructed to quantify testability of avionic systems. The indices provide the needed flexibility 
for representing structural and reliability properties of the controlled system. Analytical model for evaluation 
BIT performance impact on the system’s reliability is discussed.  

 
 
 

1  BIT PERFORMANCE IMPACT ON SYSTEM RELIABILITY 
 

Evaluation of the technical condition of the avionic systems is ensured by the presence of 
built-in diagnostic functions and monitoring tools – BIT. BIT performance defines testability of the 
systems or its adaptation to detect and isolate failures to the replaceable assembly level. Operational 
integrated BIT monitoring of system’s components provides effective usage of spares, 
reconfiguration and graceful degradation, ensuring thereby the fault-tolerance and safety of avionic 
system. However, the BIT is not ideal – first, it can refuse to act, and, secondly, not all failures and 
events can be recognized by BIT. Therefore, in order to ensure high levels of reliability and safety 
of avionic systems it is required to conduct a thorough reliability analysis, taking into account many 
factors, one of which is characteristics of BIT (Victorova et al. (2007), Victorova&Stepanyants 
(2008)). 

So, the role of diagnostic systems should be judged by the impact of their characteristics on 
the probability indices of reliability and safety. We will study the reliability of a recoverable system 
comprising two identical sub-systems that are parallel in terms of reliability. We assume absolute 
BIT reliability but not absolute fault coverage. BIT can identify only part of sub-system failures and 
recovery is possible only after failure detection by BIT. Under this assumption the parallel system 
can be represented by controlled/recoverable and uncontrolled/unrecoverable series parts as shown 
in Figure 1. The percentage of all sub-system faults or failures that BIT can detect is denoted as . 
We make assumption about exponential failure and repair distribution with parameters  and µ 
respectively. Then failure rates of controlled part of the sub-system and uncontrolled part are equal 
 and (1-) respectively. 
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Figure 1. Duplicate repairable system with partial BIT 
Let us consider the special treatment of system recovery when repairable actions start only 

after mission termination. This mode is typical for avionic systems when restoration is carried out 
only on the ground. Markov reliability model for this case  is shown in Figure 2. 

To determine the transition rate from state 2 to state 5 it is necessary to calculate conditional 
mean time to subsystem failure provided that the failure occurred during mission time interval (0,tm) 
Tav/tm: 
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where F(t) and f(t) are distribution function and distribution dencity of stochastic time to 
failure T. Derivation of Eq.(1) was done in Gnedenko et al.(1969). 

 

 
 

Figure 2. Markov reliability model 
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Figure 3. Conditional mean time to failure curve 

 

If tm << 1/ then Tav/tm  tm/2. If tm > 1/ then Tav/tm  1/. Chart in Figure 3 confirms these 
relations. Therefore, for avionic systems, which mission (flight) time is not more than a few hours, 
one can assume that the failure of subsystem occurs in the middle of the flight interval, and hence 
the transition rate from state 2 to state 5 is equal to 2/tm. 

Reliability markov model of the duplicate repairable system with partial BIT was calculated at 
time interval (t = 0÷8760 hours). Probability of the system failure Q (probability of state 4) was 
calculated varying percent detection from 0 to 1. Normed Q() curve from Figure 4 shows that even 
50% failure detection reduces the probability of the system failure in hundreds of times. When  is 
close to 100% failure probability is reduced in more than thousand of times. 

 
 

 
 

Figure 4. Normed curve of the system failure probability 
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2 TESTABILITY MODELS AND INDICES 
 

The main characteristics of BIT equipment are percent detection and percent isolation. 
 

2.1  Percent Detection Definition 
 

Percent detection describes completeness of system’s monitoring by BIT. In general, the 
quality of BIT is determined by the list of elements (modules), which failures are detected. 
Therefore, percent detection could be defined by the ratio of the number of controlled items to the 
total number of items in the system. However, for the joint reliability&testability modeling we 
should include some probabilistic constituent in percent detection definition. The usefulness of such 
approach consists in splitting the total failure flow into two components – the failures detected by 
the BIT and latent failures. Percent detection in this case can be defined as the conditional 
probability of failure detection, provided that the failure occurred: 

=Prob{failure is detected/failure occurred} = 
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where  - total failure rate of the system, c – total failure rate of detected by BIT failures. 
After averaging the failure rates on the interval (0, t), we have 
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Common percent detection Eqs. (2,3) in the case of exponential distribution is most useful to 
set as a ratio of the total failure rates of controlled components to total failure rates of all system 
components, i.e. 
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j

1




 ,                                                                          (4) 

where n is the total number of elements of the system; K-subset of the controlled components; 
λi is failure rate of the ith component. In this case percent detection is defined as stationary 
conditional probability of failure detection, provided that the failure occurred. 

2.2 Perсent Isolation Definition 
 

Percent isolation characterizes BIT resolving ability. Percent isolation is diverse feature. For 
example, you can understand the percent isolation as the resolution of fault location in the hierarchy 
of the failed system components: subsystem, assembly, part. In this paper percent isolation will be 
determined through LRUs - Line Replaceable Unit as follows. If, in the event of a failure, the BIT 
points to a subset of elements that might be failed, then these items simultaneously removed (may 
be including not failed items) and replaced with a good LRUs (this is the specific of maintenance 
services). Similar to the detection isolation can be defined as percent of faults or failures that BIT 
system will isolate to a specified level (for example, to 1 LRU, 2 LRU, 3 LRU…). Therefore, 
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percent isolation can be represented by a discrete distribution. Stationary probabilities k of this 
distribution are calculated as 







 n

i
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Gj
j

k
k

1




  ,                                                                   (5) 

where Gk – subset of detected fault or failures results in removal of k LRUs. 

Another stochastic characteristic of percent isolation  may be suggested as ratio of 
mathematical expectation of numbers of detected failures (nf(t)) to mathematical expectation of 
number of component removals (nr(t)) for a specified time interval (0÷t): 
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)}({

tnM
tnM

r

f                                                                    (6) 

The advantage of the last definition is that percent isolation, calculated according to Eq. (6), 
may be associated with known logistics measure MTBUR (mean time between unscheduled 
removals). MTBUR is calculated as t/M{nr(t)}. 

 

2.3 Complex Measure of BIT Quality  
 

In this section we will present complex performance measure of BIT, taking into account both 
considered detection and isolation characteristics and two modes of BIT possible failures.  

Let us denote the following stochastic events: 
A – good state of the controlled system 
A  - failure state of the controlled system 
B - BIT indicates controlled system state as good state 
B - BIT indicates failure of controlled system 
Then we can formally define the following results of interaction between the system and BIT: 

BA  - the system is good and BIT indicates good state of the system 
BA - the system is good, but BIT indicates fault of the good system. This type of BIT 

failure is known as false alarm.  
BA - the system is in failure state, but BIT does not detect fault and indicates good state of 

the system.  
BA  - the system is in failure state and BIT detects fault and indicates failure state of the 

system.  
Let us define quality measure, named BIT certainty or integrity, as the sum of the 

probabilities of events BA  and BA : 
)()( BAPBAPD                                                        (7) 

Then BIT uncertainty D  is 

)()( BAPBAPD                                                        (8) 

Detailed expressions of the terms of BIT uncertainty Eq. (8) are 

)/()()( ABPAPBAP  , )/()()( ABPAPBAP                                (9) 
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Where P(A) – probability of good state of controlled system, )(AP  – probability of failure 
state of controlled system, )/( ABP  conditional probability of BIT failure indication on condition 
that system is good, )/( ABP  conditional probability of BIT indication good system state on 
condition that system is in failed state. 

To calculate these conditional probabilities we will use event tree model (Kumamoto&Henley 
(2000)) and will take into account BIT percent detection, false alarms and “nonoperate” BIT’s 
failure mode (detailed description of this approach is presented in Victorova (2009)).  

We denote possible BIT events as 
C – BIT is in good state 

noC – BIT is in failure state and failure mode is “nonoperate” 
faC  – BIT is in failure state and failure mode is “false alarm” 

Figure 5 presents event tree for calculation the conditional probability of BIT failure 
indication under good system )/( ABP . 

Figure 6 presents event tree for calculation the conditional probability of BIT indication good 
system state on condition that system is in failed state )/( ABP . 

 

Figure 5. Event tree model for calculation 
)/( ABP  

Figure 6. Event tree model for calculation 
)/( ABP  

 
After calculation of the required conditional probability we will get the following expression 

for BIT uncertainty: 

))()1()()(()()( CPCPAPCPAPD nofa                                      (10) 

If BIT isolates two or more LRUs when only one LRU has failed, then probability of this 
event should be included in D  

)()1()())()1()()(()()( 1 CPAPCPCPAPCPAPD nofa                  (11) 

 

3 TESTABILITY ORIENTED FAILURE MODE AND EFFECT ANALYSIS 
 

Failure Mode and Effect Analysis (FMEA) is one of the most widely used tools for 
developing quality design. For the purpose of testability assessment we have used design detailed 
FMEA, applying some provisions of US MIL-STD-1629. Task 101, Task 102. Analysis was 
performed using inductive bottom-up approach starting the analysis with the failure modes at the 
LRU level and then successively iterating throw the levels of functional subsystems ending at the 
system level.  
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The main fields of FMEA worksheets, constructed for testability analysis, are presented in 
Table 1. Structured in such a way FMEA data were used to calculate the above indices Eqs. 
(5,6,11).  The indices are calculated for each functional avionic subsystems and aircraft in general. 
Field FDM corresponds to the list of methods – CBIT (continuous BIT), PBIT (power-on BIT) and 
so on. Inclusion in this field of “none” item (the failure mode is not detected) makes it possible to 
calculate percent detection index Eq. (4). 

 
Table 1. Main fields of FMEA worksheets 

Field Name Description 
ID LRU identifier. for example ATA code.  

Name LRU name and description 
MTTF LRU Mean time to  failure  

FM LRU Failure Modes 
FMP Percent of each failure modes 
FDM Failure detection method 
FID Fault isolation descriptor – the list of LRUs ID, isolated by BIT 
FMS The LRU’s failure mode severity 
FMM Mission Phase 

 

 4 CONCLUSION 
We have presented unified approach to testability analysis of avionic systems at design stage. 

FMEA information was used as input data for testability evaluation. Calculation equations for 
computing BIT percent detection and isolation are described. Complex measure of BIT 
performance, viz BIT certainty, was suggested. This measure takes into account both fault detection 
and isolation characteristics and false alarm and “nonoperate” modes of BIT possible failures. 
Modification of standard FMEA worksheets was done for adaptation for the testability indices 
calculation. Markov reliability model for imperfect fault coverage and special strategy of avionic 
systems repair was constructed. It was shown that BIT behavior is a very important factor, which 
has a tremendous impact on the reliability of the avionic systems.  

Described approach was applied in the study of testability of functional systems of Russian 
aircraft Sukhoi Superjet 100, developed by the Sukhoi  Civil Aircraft Company, Moscow. 
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ABSTRACT 
 

In this paper limit theorems for closed queuing networks with excess of servers are formulated and proved. First 
theorem is a variant of the central limit theorem and is proved using classical results of V.I. Romanovskiy for discrete 
Markov chains. Second theorem considers a convergence to chi square distribution. These theorems are mainly based 
on an assumption of servers excess in queuing nodes. 
 
 
1. INTRODUCTION 
 

In [1], [2] problems of a formulation and a proof of the central limit theorem for queuing 
systems and networks are considered. At the international conference "Probability theory and its 
applications$" the author of this manuscript had useful and productive discussion with A.A. 
Nazarov stimulated an interest to this problem. 

In this paper a model of closed queuing network with an excess of servers in its nodes and 
with singular service time or geometrically distributed service time is considered. For loads of  this 
model nodes the central limit theorem is formulated and is proved using classical results of V.I. 
Romanovskiy [4] for discrete Markov chains. It is suggested to define parameters of limit normal 
distribution using Monte-Carlo simulations of single customer motion along nodes of the network. 
This approach allows to decrease calculation time significantly because it is not necessary to 
simulate process of  loads  in nodes of  this network.  

The central limit theorem is complemented by a fact of a convergence to chi-square 
distribution for large number of customers. 

 
 

2. FORMULATION AND PROOF OF MAIN RESULTS 
 

In this paper we consider closed queuing network 	ܵ		with the set of nodes 		ܰ = {1, … , ݊} and 
with 	݉		customers. Assume that in each node there are ݉		servers. The network works in discrete 
time 		0,1, …,				and service time of each customer equals unit. Suppose that		Θ = ฮߠ,ฮ,ୀଵ


		is route 

matrix of the network 	ܵ		which satisfies the condition 
(A) for any		݅, ݆	 ∈ ܰ			there are		݅ଵ, … , ݅	 ∈ ܰ			so that the product		ߠ,భ ∙ భ,మߠ ∙ …	∙ ೖషభ,ೖߠ ∙
ೖߠ	 , > 0 

Consider discrete Markov chain ݔ௧,			ݐ = 0,1,…			 with the set of states ܰand with the matrix 
of transition probabilitiesΘ . From Condition  (A) we have that this chain is ergodic [3, chapter 
XV], denote its limit distribution by		ߨ 	, ݅ ∈ ܰ . This distribution does not depend on initial 
state		ݔ		of  the chain		ݔ௧	, ݐ = 0,1, …   Designate	߬(ܶ) =⋕ ௧ݔ	:ݐ} = ݅	, ݐ = 0, … , ܶ}		sojourn time of 
the chain		ݔ௧		in the state		݅	on  time interval		ݐ = 0,… , ܶ.  Introduce ݊ - dimensional random 
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vector		ఛ(்)ିగ்
√்

, ݅ ∈ ܰ .  In [4, chapters IV, V] it is proved that there is		݊ - dimensional and 
normally distributed random vector		ܴ = 	 ,(ݎ) ݅ ∈ ܰ		with zero mean and with covariance 
matrix		ℬ			so that for any real numbers		߬ଵ, … , ߬		independently on initial state		ݔ  for     ܶ ⟶
∞		we have the convergence 
 ܲ ቀఛ(்)ିగ்

√்
< ߬ 	, ݅ ∈ ܰቁ → ݎ)ܲ < ߬	, ݅ ∈ ܰ). (1) 

Return now to closed queuing network		ܵ		and enumerate customers of the network by		1, … ,݉.  
Denote 	ݔ௧

	, ݐ ≥ 0		, ݆ = 1,… ,݉		trajectories of the network		ܵ		customers along its nodes. 
These trajectories are independent Markov chains with the set of states		N		and with matrix of 
transition probabilities		Θ. Assume that		߬

(ܶ) =⋕ ൛	ݐ ∶ 	 ௧ݔ
 = ݅	, ݐ = 0,… , ܶൟ		is sojourn time of the 

customer		݆			in the node		݅ on time interval		0,… , ܶ.  Introduce random vectors		ఛ
ೕ(்)ିగ்

√்
, ݅ ∈ ܰ,  

which are independent because trajectories of different customers are independent also. 
Analogously with Formula  (1) obtain for arbitrary real		߬ଵ, … , ߬ for		ܶ ⟶ ∞ 

 ܲ ൬ఛ
ೕ(்)ିగ்

√்
< ߬	, ݅ ∈ ܰ൰ → ܲ൫ݎ

 < ߬	, ݅ ∈ ܰ൯ , (2) 

where		݊			- dimensional random vectors		ݎ
 , ݅ ∈ ܰ,			are independent and have normal distribution 

with zero mean and covariance matrix		ℬ . Consequently for		ܶ ⟶ ∞		we have 

 ܲ ൬∑ ఛ
ೕ(்)ିగ்

√்

ୀଵ < ߬ 	, ݅ ∈ ܰ൰ → ܲ(ܴ < ߬	, ݅ ∈ ܰ) , (3) 

where		(ܴ 	,			݅ ∈ ܰ)			is		݊ - dimensional and normally distributed random vector with zero mean 
and with covariance matrix		݉ℬ	. Formula (3) may be rewritten for		ܶ ⟶ ∞ as follows  

 ܲ ቀ்(்)ିగ்
√்

< ߬	, ݅ ∈ ܰቁ → ܲ൫ݎ < √݉߬	, ݅ ∈ ܰ൯ , (4) 

Here random variables		 ܶ(ܶ) = ∑ ߬
(ܶ)

ୀଵ 	,			݅ ∈ ܰ			designate total loads on ݅ ∈ ܰ			of the 
network		ܵ on time interval		ݐ = 0, … , ܶ .  It is clear that		 ܶ(ܶ) = ∑ ݉(ܶ)்

௧ୀ ,  where		݉(ݐ)			is a 
number of servers of the node		݅, busy by customers at moment		ݐ. 

So the central limit theorem for discrete Markov chain with finite set of states may be 
transferred onto random vector		( ܶ(ܶ), ݅ ∈ ܰ)			consisted of loads of the network ܵ		nodes. This 
result may be generalized in different directions. Assume that random service time		ߟ 		in the 
node		݅		has geometrical distribution		ܲ(ߟ = ݇) = (1 − ܽ)ܽିଵ, ݇ = 1,2,…. .  Then  redefining 
route matrix		Θ		by the formulas: 
,ߠ  ≔

ఏ,ା
ଵା

,ߠ   ,   ≔
ఏ,ೕ
ଵା

,  ݆ ≠ ݅		, ݆ ∈ ܰ , (5) 

it is possible to obtain results represented by Formula (4). Moreover Formula (4) may be 
transformed into formula which characterizes loads in some but not all nodes		1,… , ݊ଵ < ݊		of  the 
network		ܵ  for   ܶ ⟶ ∞ : 
 ܲ ቀ்(்)ିగ்

√்
< ߬	, 1 ≤ ݅ ≤ ݊ଵቁ → ܲ൫ݎ < √݉߬	, 1 ≤ ݅ ≤ ݊ଵ൯ , (6) 

To estimate covariance matrix ℬusing Formulas (1) – (4), (6) it is possible to estimate the 
matrix		ฮܿݒ൫߬(ܶ), ߬(ܶ)൯ฮ,ୀଵ


 by Monte-Carlo simulations with sufficiently large		ܶ	. This 

estimate is based on independent realizations of Markov chain		ݔ௧,			ݐ = 0,1,… , ܶ			. Formulas (4), 
(6) are constructed for total loads of the network ܵ nodes and are not connected with a motion of 
single customer. 
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Consider now an aggregation of nodes in this model. An aggregation of nodes in closed 
queuing network leads to very complicated procedure because of difficult symbolic calculations. So 
it is interesting to consider this problem from a view of the central limit theorem. For a simplicity of 
a consideration divide the set of nodes ܰ = {1, … , ݊}		into two subsets ଵܰ = {1,… , ݊ଵ},		 ଶܰ =
{݊ଵ + 1,… , ݊}, 1 ≤ ݊ଵ ≤ ݊		. Then total loads ܶଵ(ܶ) ,  ܶଶ(ܶ) on the sets ଵܰ	, 	 ଶܰ		of nodes are 
defined by the equalities  

ܶଵ(ܶ) = ∑ ܶ(ܶ)∈ேభ , ܶଶ(ܶ) = ∑ ܶ(ܶ)∈ேభ . 

 Consequently covariance matrix ቛܿݒቀܶ(ܶ), ܶ(ܶ)ቁቛ
,ୀଵ

ଶ
 may be calculated by 

covariance matrix ฮܿݒ൫ ܶ(ܶ), ܶ(ܶ)൯ฮ,∈ே using simple equalities 

ቀܶ(ܶ),ܶ(ܶ)ቁݒܿ =  ൫ݒܿ ܶ(ܶ), ܶ(ܶ)൯		, ݇, ݎ = 1,2	
∈ேೖ ,∈ேೝ

. 

And in a case of two nodes we have 
,(ܶ)൫ܶଵݒܿ ܶଵ(ܶ)൯ = ,(ܶ)൫ܶଶݒܿ ܶଶ(ܶ)൯ = ,(ܶ)൫ܶଵݒܿ− ܶଶ(ܶ)൯ =  .  (ܶ)ଵܶܦ

Consequently an aggregation of nodes in closed network leads to simple and clear formulas 
for covariances of loads in aggregated nodes. And the central limit theorem for nodes of the 
network 	ܵ are transformed into the central limit theorem for aggregated nodes of this network: for 
any real ߬ଵ	, ߬ଶ and  ܶ ⟶ ∞ 

 ܲ ൬
்ೖ(்)ି∑ గ∈ಿೖ

√்
< ߬	, ݇ = 1,2൰ → ܲ൫∑ ∈ேೖݎ < √݉	߬ , ݇ = 1,2൯ . 

 
Assume that service times in customers of all nodes are unit and 		ߨ	, ݅ ∈ ܰ	 is the distribution of  
ergodic and stationary Markov chain  ݔ௧,			ݐ = 0,1,…	  Introduce random variables 

ܾ(0) = 
൬݉(0)

݉ − ൰ߨ
ଶ

ߨ݉



ୀଵ

 

 

Then from [5, chapter III, pp. 169-172] we obtain the following statement. For any positive ߬	and 
for ݉ → ∞ 

 ܲ(ܾ(0) < ߬) → ܲ(߯ିଵଶ < ߬). 

Here  ݉(0)			is the number of customers at the node i at the moment 0 and  ߯ିଵଶ 			is random 
variable with chi square  distribution  and  with  n-1 degree of freedom. This statement may be 
generalized onto arbitrary stationary stochastic  sequence  ݔ௧,			ݐ = 0,1,…	,  with stationary 
distribution 		ߨ	, ݅ ∈ ܰ	. 
The author thanks  A.A. Nazarov  for useful discussions. 
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The Method of Universal Generating Functions (U-functions) was introduced in [Ushakov, 
1986].  Since then the method has been developed, in first order, by my friends and colleagues – 
Gregory Levitin and Anatoly Lisnianski. They actively and successfully apply the method of U-
function to optimal resources allocation, to multi-state system analysis and other problems. Frankly, 
now I feel like a hen sat on duck eggs and then wanders how hatched chicks fearlessly swim so far 
from shore.  
 I decided to remind you a Russian folk proverb: “new is well forgotten old”. What is U-
function? It is, first of all, generalization of a classical Generation Function (GF) permitting perform 
more general transforms. From technical side, this method represents a modification of the Kettelle’s 
Algorithm conveniently arranged for calculations with the use of computer. 
 

U-FUNCTION 
 

One can represent any discrete distribution of  random variable (r.v.)  xk  as  a set of pairs: 
 ...),,(),,( )2()2()1()1(

kkkkk pxpxS                                                     (1) 

This distribution can be represented in the form of polynomial (common generating function)  





k

j
k

nj

xj
kk zpz

1

)( )(

)(  .                                                           (2) 

where nk, in principle, can be infinite. 
The polynomial representation allows one to obtain the distribution of sums of random 

variables, using the convolution procedure.  
If instead of the distribution of x1+x2 one wish to obtain the distribution of an arbitrary function 

f(x1, x2), for any combination of realizations )1(
11 Xx   and )1(

22 Xx  , the realization of the function 
f(x1, x2) takes the value of ),( )1(

2
)1(

1 XXf  with probability )1(
2

)1(
1 pp  . Having the discrete distributions 

of two random variables x1+x2 in the form   ),(,...),,( )(
1̀

)(
1

)1(
1

)1(
11

11 nn pXpXS   and 
 ),(,...),,( )(

2`
)(

2
)1(

2
)1(

22
23 nn pXpXS   one can obtain the discrete distribution S of the function  

f(x1, x2) as a “Descartes composition” of two sets 1S  and S2 (here we use the term “interaction” 
because the operation reminds Descartes product but does not coincide with it) .  

 

));,((,...),);,((
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                    (3) 

  
This distribution can be conveniently obtained using the “composition procedure” over  

functions 1(z) and 2(z) : 
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f(z)= 

f
 (1(z) ,2(z)) = 









 1

)(
1

1

)(
1

nj

Xj j

zp  
f
 









 2

)(
2

1

)(
2

ni

Xi i

zp  

=  .
2 2

)(
2

)(
1

1 1

),()(
2

)(
1 

 


nj ni

XXfij ij

zpp                                            (4) 

 The composition operator  
f
possesses commutative property, i.e. 

f
  (1(z), 2(z) )= 

f
  (2(z), 1(z) )                                                   (5) 

and associative property, i.e.  
 
         

f
  (1(z) 

f
 (2(z) ),3(z)) ) ==

f
  ((2(z), 

f
 ((1(z), (3(z)))  

f
 ( 3(z), 

f
 (1(z),2(z) )).        

(6)   
if the function f possesses these properties. In the most applications this is the case, though 

some exceptions exist (see, for example, [ Levitin, 2005]).   
 

USING U-FUNCTION FOR SOLVING THE OPTIMAL REDUNDANCY 
PROBLEMS 

 
Let us consider a series system consisting of n subsystems. Each of subsystem k contains at 

least one unit with probability of failure-free operation (PFFO) pk and cost ck . For increasing the 
system reliability, one can introduce redundancy in each subsystem. Denote the number of 
redundant units of subsystem k as xk. All the possible PFFOs and costs of any subsystem k for 
different levels of redundancy can be represented by the set of triplets 

}1),),(),({(  kkkkkkk xxxCxPS  
where )( kk xC is the total cost of xk redundant units (usually, a linear function); and )( kk xP  PFFO or 
availability coefficient) of the subsystem when it contains xk redundant units. It is well-known that for 
loaded redundancy (the so-called “hot standby”) of group including one main and xk identical 
redundant units takes the form 

;)1(1)( 1 kx
kkk pxP  

and for an unloaded redundant (the so-called “cold standby”) units takes the form 
 

);exp(
!
)(

)(
0

t
j
txP k

xj

j
k

kk
k




 


 

The set of triplets Sk can be represented in the GF form as 

kkh

k

xxC
kk

x
k yzxPz )(

1

)()( 


 .                                               (7) 

Now consider a general procedure of optimal redundancy with the use of U-function.  First 
take units 1 and 2 and arrange the Descartes interaction procedure between sets S1 and S2. To 
distinguish interaction procedure from common product of two generating function, let us introduce 
symbol  .  
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        (8) 

From (8) clear that composition operator 
  means summation corresponding components and 

operator 
  means a collection of corresponding components. 

Thus the obtained U-function 1,2(z, y) represents the set of related PFFO, costs and numbers of 
redundant units for different configurations of the series connection of subsystems 1 and 2. The group 
of subsystems 1 and 2 now can be treated as an equivalent "aggregated" subsystem. Notice that solving 
optimal redundancy problem, one has to make some kind of “sifting” of function 1,2(z, y). One has to 
order all terms of the final expression in (8) by increasing values of C1,2  and exclude all terms of 1,2(z, 
y) that have value of P1,2 equal or smaller than previous terms. (If two terms have the same values C12 
and P1,2 one leaves an arbitrary single of them.).  In the remaining terms, all X1,2 are numbered by 
natural numbers in accordance with their order by increasing cost. This procedure is equivalent to 
deleting dominated terms 

At the next step one obtains the UGF for the group of three subsystems 1, 2 and 3 applying the 
same convolution operator over U-function 1,2(z) representing the aggregated subsystem and 3(z) 
representing the subsystem 3: 
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                                                                                                                        (9) 

This procedure continues until necessary final UGF representing the entire system is generated. 
Instead of further abstract presentation of the procedure, let us turn to a simple illustrative numerical 
example. 

Consider a series system of two units.  Let unit-1 and unit-2 are characterized by strings 
},...,,{ )1()1(

2
)1(

11 1nMMMS 
 and

 

  
},...,,{ )2()2(

2
)2(

12 2nMMMS   
 
 Each multiplet M is a set of parameters  },...,,{ )()(

2
)(

1
)( k

N
k
j

k
j

k
jM   where N is the number of 

parameters in each multiplet.   
“Interaction” of these two strings is an analogue of the Cartezian product whose memberts fill 

the cells of the following table: 
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Table 1. 
 )1(

1M  )1(
2M  … )1(

1nM  
)2(

1M  )1(
1M  )2(

1M  )1(
2M  )2(

1M  … )1(
1nM  )2(

1M  
)2(

2M  )1(
1M  )2(

2M  )1(
2M  )2(

2M  … )1(
1nM  )2(

2M  
… … … … … 

)2(
2nM  )1(

1M  )2(
2nM  )1(

2M  )2(
2nM  … )1(

1nM  )2(
2nM  

 
Interaction of multiplets consists of iteractions of their similar parameters, for instance, 
 

)}(),...,(),{( )()()(
2

)(
2

)(
1

)(
1

)()(

21

h
Nif

k
Nj

h
if

k
j

h
if

k
j

h
i

k
j

N

MM  
                     (3)

 

 
Operator   , as well as each operator

sf
  , in most natural practical  cases possesses the 

commutativity property, i.e. 
 

f
  ( a , b )= 

f
  (b , a ) ,                                                   (4) 

 
and the associativity property, i.e.  
 

f
  (a, b, c) = 

f
  (a 

f
  ( b , c) )= 

f
  ((a 

f
b ), c ).                    (5)  

   
 
U-FUNCTION IN GENERAL CASE 
 
Of course, operator 

sf
depends on the physical nature of parameter s and the type of 

structure, i.e. series or parallel.  
 

Table  2. 
Type of parameter Type of structure Result of interaction 

A) α is unit’s  

PFFO
 series 

)()()()( h
Ai

k
Aj

h
Aif

k
Aj    

parallel )1()1(1 )()()()( h
Ai

k
Aj

h
Aif

k
Aj    

B) α is number of 

units in parallel
 series

 
);( )()()()( h

Ri
k

Bj
h

Bif

k
Bj B   

parallel );( )()()()( h
Ri

k
Bj

h
Bif

k
Bj B   

C) α is unit’s cost 
(weight) 

series )()()()( h
Ai

k
Aj

h
Aif

k
Aj    

parallel )()()()( h
Ai

k
Aj

h
Aif

k
Aj    

D) α is unit’s  

ohmic resistance
 series )()()()( h

Ai
k

Aj
h

Aif

k
Aj    

parallel   11)(1)()()( )()(   h
Ai

k
Aj

h
Aif

k
Aj   
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Type of parameter Type of structure Result of interaction 
E) α is unit’s  

capacitance
 series   11)(1)()()( )()(   h

Ai
k

Aj
h

Aif

k
Aj   

parallel )()()()( h
Ai

k
Aj

h
Aif

k
Aj    

F) α is pipeline 
unit’s capacitance 

series  )()()()( ,min h
Ai

k
Aj

h
Aif

k
Aj    

parallel )()()()( h
Ai

k
Aj

h
Aif

k
Aj    

G) α is unit’s  
random time to 
failure 

series  )()()()( ,min h
Ai

k
Aj

h
Aif

k
Aj    

parallel  )()()()( ,max h
Ai

k
Aj

h
Aif

k
Aj    

 
 
In the problem of optimal redundancy, one deals with triplet of type “Probability-Cost-Number 

of units” for each redundant group: },,{ 321 jjjjM  . If there is a system of n series subsystems 
(single elements or redundant groups) , one has to use a procedure almost completely coincided with 
the procedure of compiling the dominating sequences  at the Kettelle’s algorithm. 

In accordance with the description given above, the block diagram of the using U-functions, 
for example, for four subsystems can be presented as follows (see Figures 1 and 2). 

 
 

 
 
 

Figure 1. Block-diagram of the sequential procedure of solving. 
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Figure 2. Block-diagram of the dichotomy procedure of solving. 
 

CONCLUSION 
 
The method of U-function is one of the methods of directed enumerating. It showed its 

effectiveness for solving a number of practical problems concerning with optimal resources 
allocation and analysis of multi-state systems and system consisting of multi-state elements.  
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ABSTRACT 

Dependability assessment is typically based on complex probabilistic models. Markov and semi-Markov 
models are widely used to model dependability of complex hardware/software architectures. Solving such 
models, especially when they are stiff, is not trivial and is usually done using sophisticated mathematical 
software packages.  

We report a practical experience of comparing the accuracy of solutions stiff Markov models obtained 
using well known commercial and research software packages. The study is conducted on a contrived but 
realistic cases study of computer system with hardware redundancy and diverse software under the 
assumptions that the rate of failure of software may vary over time, a realistic assumption. We observe that the 
disagreement between the solutions obtained with the different packages may be very significant. We discuss 
these findings and directions for future research.  
 
1. INTRODUCTION 
 
Dependability of computer systems is evaluated using probabilistic models in which the 

measure of interest is typically reliability, availability, etc. Often Markov chains are used in this 
process [1, 2, 3].  
System modelers are often interested in transient measures, which provide more useful information 
than the steady-state measures. As models grow in size, closed-form solutions of transient measures 
become infeasible and in practice the models typically are solved using numerical methods. 

Accurate dependability assessment of complex computer systems is an important issue. In 
many cases the accuracy of the assessment, e.g. in safety critical applications or in applications 
when poor dependability may lead to huge financial losses, is an essential part of the development 
process. The assessment methods and tools must provide high confidence in the assessment results 
and in many cases various regulation bodies would require the tools used in development to be 
certified to meet stringent quality requirements. To the best of our knowledge no such requirements 
(for software quality) are not in place for the software packages used in assessment. The 
modelers/assessors of complex computer systems are left with the choice – either to use the most 
accurate assessment algorithms, typically developed by researchers, and use an implementation of 
those in specific assessment or instead use the solutions available out of the box in the best known 
off-the-shelf mathematical packages available on the market. The first option – own implementation 
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of research results is not ideal because of the poor quality of the software code that one should 
expect from a prototype implementation. The second option for achieving accurate assessment – 
using off-the-shelf math software – is the focus of this paper. 

Among the best known off-the-shelf math packages are Maple (Maplesoft), Mathematica 
(Wolfram Research) and Mathcad (PTC). These math packages enjoy high reputation among the 
respective customers earned over several decades by providing a wide range of solutions, and good 
support with regular updates. 

The difficulties with transient numerical analysis of Markov chains have been studied 
extensively in the past – we survey the important related research. The main difficulty in analysis is 
the stiffness of the models. Given the extensive work on the issue in 80s and 90s would expect that 
the availably software packages used by modelers would provide accurate solution to stiff Markov 
chains. Surprisingly, this does not seem to be the case as this paper illustrates.  

The paper is organized as follows:  in section 2 we state the problem formally and describe a 
contrived example of fault-tolerant computer system which we use to compare several well known 
mathematical packages. In section 3 we present the results obtained. In section 4 we discuss the 
findings and their implication. Section 5 provides a survey of the important results on solving stiff 
Markov chains reported by others. Finally, in section 6 we conclude the paper and suggest ways 
forward.  

 
2. PROBLEM STATEMENT 
 
In this paper we study the accuracy of popular mathematical packages likely to be used in 

the dependability assessment of complex fault tolerant computer systems. The method of study used 
is as follows: 

- Define a model of the system to be used in comparison; 
- Develop solutions for system dependability, e.g. transient system’s availability in the 

interval [0,t], using the instruments available by the chosen packages. As a benchmark 
solution to compare the solutions obtained with off-the-shelf software packages we used a 
highly specialized software utility, EXPMETH, which is an implementation of a method for 
solving stiff Kolmogorov equations [4]; 

- Compare the obtained solutions.  
EXPMETH was developed more than 15 years ago and validated extensively on a range of 

models [5]. It was developed in Pascal program language and used to assess availability of a chosen 
system model. We have chosen a system described by a stiff Markov chain: the ratio between the 
rates of failure and repair ranges between 4 and 8.   

The system we chose in the study is a fault-tolerant computer system with two hardware 
channels each executing software control as shown in Figure 1. 

 

 
Figure 1. Reliability block diagram of the chosen fault-tolerant system 
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We assume that software run of the two hardware channels is diverse [5], i.e. non identical 
but functionally equivalent software copies are deployed, which offers protection against software 
design faults. In addition, we assume that the rates of failure and repair of software will vary over 
time, e.g. as a result of executing the software in partitions as discussed in [6].   

The model to be used in the study is shown in Figure 2. We omit a more detailed 
justification of the chosen model as this is outside the scope of this paper as the focus of the study is 
the accuracy of the solutions provided by off-the-shelf math packages. Yet, we would like to stress 
that the model is plausible. Two channel configurations is very widely used in many safety-critical 
application, e.g. in instrumentation of nuclear plants. The variation of failure rates and repair is also 
a plausible concept – software may well perform different tasks with different importance, which 
would justify different degree of testing, hence different rates of failure and repair in the respective 
partitions.   

 

 
 

Figure 2. Model of the system to be studied. A 2-hardware channels, 2-software versions fault tolerant computer 
system with a variation of the rates of software failure and repair. 

 
Informally, the operation of the system is as follows. Initially the system is working 

correctly – both hardware and software channels deliver the service as expected. If during the 
operation one of the hardware channels has failed the system operation will be failed over to the 
second channel until the first channel is “repaired”. Similarly, a software component may fail, in 
which case a failover will take place, etc.  

An important feature of the model is that as a result of software repair (e.g. restart of the 
failed channel) we assume that the rate of software failure of both channels will deteriorate by a 
small constant d. Clearly this is just an assumption which might be unrealistic in many cases and 
its justification might require a detailed analysis of the application that software implements. 
However, the assumption captures a plausible phenomenon – variation of software failure rates 
which is well accepted in practice: various software ‘aging effects’ are indeed modeled by an 
increased rate of software failure. We conclude therefore, that the model is adequate for our 
purposes in this paper – a study of the accuracy of the solutions to stiff Markov chains offered by 
off-the-shelf math packages. 

 
3. MODEL PARAMETERS  

The model parameters are defined next: 
- p and p – hardware failure and repair rates;  
- d and d – software initial failure rate and a step of failure rate decrease after software 
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recovers from failure; 
-  d and d – initial software repair rate and a step of software repair rate decrease after 

software recovers from failure. 
 System’s behavior is modelled as a Markov process (Markov chain) that has a number of 
states, and the transition probabilities between these, Pk

(i), depends only on the current state, i.e. 
 

                                  

   
        

  0

1 1 1 1

... i i

i i i i
k kx x x

P x x P x x     
                                               (1) 

 
The reader can notice that the model presented in Figure 2 is built with a set of similar 

fragments – the model fragments are topologically identical and only differ in terms of the values of 
model parameters.  

From the model (Fig. 2) we can derive the following system of Kolmogorov equations: 
For the initial fragment these are:  

 

   1
1 2

( ) (2 ) ( ) ( )p d p
dP t P t P t

dt
                                                                (2) 

     2
2 1

( ) ( ) 2 ( )p p
dP t P t P t

dt
                                                                         (3) 

  3
3 1

( ) ( ) ( )d d
dP t P t P t

dt
                                                                             (4) 

For the internal fragments these are: 

  3 1
3 1 3 3 2( 2 ) ( ) ( ( 1) ) ( ) ( )i

d d p i d d i p i
dP i P t i P t P t

dt
    

                          (5) 

      3 2
3 2 3 1( ) 2 ( )i

p i p i
dP P t P t

dt
 

                                                                    (6) 

   3 2
3 3 3 1( ) ( ) ( ) ( )i

d d i d d i
dP i P t i P t

dt
  

                                                 (7) 

And for the final fragment these are: 

     3 1
3 1 3 3 22 ( ) ( ) ( )k

p k d k p k
dP P t P t P t

dt
  

                                                   (8) 

           3 2
3 2 3 1( ) 2 ( )k

p k p k
dP P t P t

dt
 

                                                                  (9) 

With the following initial conditions: 

1 2 3 3 1 3 2(0) 1, (0) 0, (0) 0,..., (0) 0, (0) 0i iP P P P P        
  3 3 3 1 3 2(0) 0,..., (0) 0, (0) 0.i k kP P P                                     (10) 

 
The availability function is defined as the sum of probabilities that system is in one of the 

states for which at least one of the channels is working, which is defined by the following sum: 
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4. RESULTS 
 

Figure 2 represents a stiff Markov chain, characterized by the fact that some of the 

eigenvalues of Jacobean matrix  f
y



 are large in absolute value with negative real part, while some 

other eigenvalues are with small positive real part. Getting an accurate solution requires selecting a 
very small integrating step, which limits the distribution of the error. In such circumstances the 
classical implicit Runge-Kutta methods provide incorrect result even if a small step of integration is 
used. The error is caused by the rounding errors which accumulate over the large number of small 
steps. We consider only the implicit Runge-Kutta methods, because the explicit Runge-Kutta 
method can provide correct solution even if the system is stiff. In case of solving stiff ordinary 
differential equations (ODE) the numerical method have to satisfy the following condition: 

1. convergence (the method has to converge to ODE);  
2. special requirements for stability;  
3. the method must pass successfully certain calculation tests.  
The software utility EXPMETH implements a special numerical method of solving stiff 

differential equations – the “exponential” method, studied by O. Arushanyan and S. Zaliotkin [4]. It 
is based on an accurate representation and calculation of the matrix exponent. The results obtained 
with EXPMETH were used in the study as a reference solution (to compare the results obtained 
with the tools/methods). The exponential method was implemented step by step in each of the math 
packages included in the comparison: Mathcad 15, Maple 15 and Mathematica 8.0.1. We also used 
the standard solution built in the respective math packages for solving ordinary differential 
equations as detailed below:  

1. In Mathcad 15 we used the built-in function Stiffr(P,0,10000,D,J), with arguments:  
- Р – the initial state vector of differential equations system; 
- 0, 10000 – time interval on which system availability was computed; 
- D – the system of differential equations (defined above); 
- J – eigenvalues of the respective Jacobean matrix.  

2. In Maple 15 we used the built-in function DSolve (odesys, numeric, vars, options), 
where: 

- odesys – is the set of ODE(s) and the initial/boundary conditions;  
- numeric – a parameter used to instruct dsolve to find a numerical solution; 
- vars - (optional) can be any indeterminate function of one argument, or a list of them 

such functions, representing the unknowns of the ODE problem; 
- options - equations of the form “keyword = value”. In our case this parameter was 

used to select specify the method of integration, e.g. (stiff=true,method=rosenbrock) 
were used to set the stiff property to true and select the Rosenbrock method of solving 
the system of differential equations.  

3. In Mathematica 8.0.1 we used the built-in function - NDSolve{ODE},{t,1,10000}, 
Method->{“ExplicitRungeKutta} , where: 

- {ODE} –  defines the set of ODE(s) and the initial/boundary conditions;   
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- {t,1,10000} –  indicates that the solution in time domain is sought on the interval  
[1,10000];  

- Method->{“ExplicitRungeKutta”} – the explicit Runge-Kutta method was used. 

 
  Figure 3, 4 and 5 show the results obtained for system availability using each of the 3 math 

packages with the methods described above together with the results obtained using the exponential 
method computed both in the respective package and using EXPMETH utility.   

 
 

 
 

Figure 3. Availability function plots the results obtained with Mathematica 8.0.1 vs. EXPMETH. 
 

The explicit Runge-Kutta method generally follows the solution provided by EXPMETH, 
while the exponential method is hopelessly inaccurate – starts with gross overestimation of system 
availability and gradually declines to a significant underestimation of system availability.   

 
 

 
 

Figure 4. Availability function plots calculated with Mathcad 15 vs. EXPMETH. 
 
The explicit Runge-Kutta method performs worst than in Mathematica although it also 

generally follows the solution provided by EXPMATH. The exponential method again is very poor 
– starts with gross overestimation of system availability and gradually declines to a significant 
underestimation of system availability.   

Mathematica
Exponential Method

Mathematica explicit
Runge-Kutta method

Standard

Mathcad Exponential
Method

Mathcad explicit
Runge-Kutta

Standard
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Figure 5. Availability function plots calculated with Maple 15 vs. EXPMETH. 
 
It is really striking how inaccurate the Rosenbrock method is despite being explicitly said to 

target stiff Markov models. The exponential method shows the same pattern of poor accuracy – 
starts with gross overestimation of system availability which is gradually replaced by a significant 
underestimation of system availability.   

We also included in the study the simulation solver of the well known tool Mobius, 
developed and maintained by the Performability group at the University of Illinois at Urbana 
Champaign (UIUC). Since this solver differs in nature from the other three, we will provide a more 
extensive description of how the system model shown in Figure 2 was developed using the SAN 
(stochastic activity networks) formalism of Mobius.    

The fragments of the system model discussed above were explicitly specified as atomic 
models: the system model consists of 7 fragments (the initial fragment, 5 internal fragments and the 
final final fragment). Figure 6, 7, 8 and 9 illustrate of initial, two of the internal fragments and the 
final fragment build using the Mobius SAN formalism.   

Tables 1 and 2 map the fragments to the atomic models: Table 1 shows the mapping 
between the states. Table 2 – shows the transitions between fragments.  

 
Table 1. Fragments to the atomic models 

 
                   fragment 
state Initial Internal 1 Internal 2-5 Final 

Both software 
components (SC) 
working 

sw_working sw_working sw_working sw_working 

Both hardware 
components (HC) 
working 

hw_working hw_working hw_working hw_working 

First SC failed - sw_fail sw_failure1 sw_failure1 
Second SC failed - - sw_failure2 sw_failure2 
First HC failed hw_w1 hw_w1_int1 hw_w1_int2 hw_w1 
Second HC failed hw_w2 hw_w2_int1 hw_w2_int2 hw_w2 
Both SC failed - syst_failed syst_failed syst_failed 
Both HC failed system_failed system_failed system_failed system_failed 

Maple Exponential
Method

Maple Method
Rosenbrock

Standard
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Table 2. Transitions between fragments 
 

                   fragment 
transition Initial Internal 1 Internal 2-5 Final 

First HC failed fail1 fail1_int1 fail1_int2 fail1 
Second HC failed fail2 fail2_int1 fail2_int2 fail2 
First SC failed - sw_fail sw_fail1 sw_fail1 
Second SC failed - - sw_fail2 sw_fail2 
Recovery after first 
HC elimination recov1 recov1_int2 recov1_int2 recov1 

Recovery after second 
HC elimination recov2 recov2_int2 recov2_int2 recov2 

Recovery after first 
SC elimination - sw_recovery1 sw_recov1 sw_recov1 

Recovery after second 
SC elimination - - sw_recov2 sw_recov2 

 
 

 
 

Figure 6. The atomic model of the initial fragment using Mobius SAN. 
 
 

 
 

Figure 7. The atomic model showing the transition from the initial fragment to the first internal fragment.   
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Figure 8. The atomic model with transitions between the internal fragments.  
 
 

 
 

Figure 9. The atomic model with transitions between the last internal and the final fragment. 
 
Figure 10 shows the system model using the SAN replication and joins. For further detail on 

the SAN syntax, the reader is encouraged to consult the SAN documentation. 
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Figure 10. The system model, shown as a SAN compound model using REP and JOIN formalisms built in SAN. 
 
System availability was computed via Monte Carlo simulation (simulation solver) with 

predefined confidence intervals. Figure 11 shows the results from the simulation solver with the 
respective confidence intervals against the reference availability obtained with the EXPETMETH 
utility.  

 
 

 
 

Figure 11. System availability calculated using SAN Mobius vs. EXPMETH. 
 
 
 
The results obtained with all packages included in the comparison are shown in Figure 12.  
 
 

Mean

Mean's Confidence +

Mean's Confidence -

Standard
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Figure 12. System availability function obtained with different tools/methods. 
 

5. DISCUSSION 
 

It is really striking how different the results obtained with different tools and methods are. 
The standard implementations built in the math packages for solving ordinary differential equations 
perform poorly: while the explicit Runge-Kutta method generally produce similar results (and 
generally follow those obtained with EXPMETH), the differences are non-negligible between 
Mathematica and Mathcad. The Rosenbrock method built in Maple to deal with stiff models seems 
to be an outlier – the availability it offers is too pessimistic.  

Somewhat surprisingly, the exponential method implemented with the standard math 
packages offer results which are very different from those obtained with EXPMATH despite the 
fact that the algorithm is the same. One wonders what cause such a significant discrepancy.  

The simulation solver seems to be close to the reference result obtained with EXPMETH – 
most of the time the EXPMETH computed availability is within the confidence intervals produced 
by the simulation solver.  

The conclusions from this empirical comparison are alarming – the accuracy of the solutions 
offered by the popular math packages do not inspire high confidence! If one is to make a decision as 
to which of the results to trust one would really have very little to base their decision on. Clearly, 
further investigation is needed into which of the results should really be trusted. 

 
6. RELATED RESEARCH 

 
An extensive discussion of several problems related to obtaining accurate transient solution 

for Markov chains is presented in [7]. These authors note that stiffness is due to a large ratio of the 
model parameters but also, an observation made earlier by others, may be caused by the “mission 
time” if there exists a solution component whose variation is greater than 1/t, where t is the mission 

Mathematica Exponential

Mathematica Explicit R-K

Mathcad Exponential

Mathcad Explicit R-K

Mobius

Mobius Mean's confidense -

Mobius Mean's Confidence +

Standard
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time. They propose an extension to the standard methods for solving Kolmogorov equations such as 
Runge-Kutta and TR BDF2 method which offer stability despite the stiffness of the model to be 
solved.  

Other relevant studies, [8] and [9], looked at the error of approximate methods of solving 
stiff Markov models using as a benchmark a M/M/1/k system, for which an exact solution is known.  

In [10] and [11] the authors present an approximate method for solving stiff Markov models 
in which aggregation of the states is used: the states in the original model are divided into fast (i.e. 
those that have at least one fast outgoing transition), slow and fast recurrent (i.e. with fast outgoing 
and incoming transitions). The authors suggest that a good approximation of cumulative measures 
can be obtained when the original model is reduced to a model with slow states only and this 
derived model is solved. The authors experimentally evaluated the accuracy of the proposed method 
and report acceptable results for the cases when a non-stiff model is derived as a result of the 
proposed aggregation.  

[12, 13] offer an empirical comparison of uniformisation methods of solving Markov chains. 
The authors point out that the standard uniformisation method proposed by Jensen performs poorly 
on stiff Markov models and concentrate on Adaptive Uniformisation. The problem is studied very 
extensively on complex contrived examples. 

An interesting empirical study of the accuracy of scientific software (i.e. developed to 
process complex dataset from deep shelf oil exploration) was conducted by Less Hatton and Andy 
Roberts [14], which in nature is very similar to the study presented here. The authors conducted a 
thoroughly controlled experiment and compared the results from 15 independently developed very 
complex software packages, developed to the same specification. They report on the results 
obtained with 9 of the packages included in the study. All packages were subjected to the same 
large datasets collected from complex array of sensors. The results observed from the packages 
disagreed dramatically. The authors discussed why scientific software is of so poor quality.  

 
7. CONCLUSIONS  

 
The analysis of the results on system availability obtained with different off-the-shelf math 

packages allows us to draw the following conclusions:  
- Each of the packages included in the study allows a modeler/assessor to evaluate 

system availability: each package either has a built in method which is appropriate for 
the task or allows one to build a routine (e.g. exponential method) to do so. The 
results obtained with the different packages, however, differ very significantly. 

- The greatest discrepancy between the reference solution (obtained with EXPMATH) 
is observed with Maple 15 package when Rosenbrock’s method for stiff Markov 
chains is used. The usage of the built-in function “dsolve” with 20 differential 
equations, leads to a large number of commands that are very similar in syntax, which 
greatly reduces the usability and seems to limit the scope for detecting and fixing 
faults. We scrutinized further the impact of model complexity on the accuracy of the 
solutions obtained with this method and observed that the accuracy deteriorates 
quickly with the increase of model complexity.   

- The results obtained with Mathematical 8.0.1 and Mathcad 15 with the explicit Rung-
Kutta method are closest to the reference solutions obtained with EXPMETH, which 
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is not surprising. We observed, however, that Mathematica 8.0.1 is sensitive to the 
initial period of operation: we observed a “drop” in availability at the beginning of the 
interval for which system’s availability is computed.  

- In terms of performance the packages performed as follows: Mathematica 8.0.1 took 
01:16.9 seconds to compute the solution, Maple 15 – 07:44.3 seconds and Mathcad 15 
– 00:25.34 seconds.  

- The satisfactory solution was obtained using the simulation package Mobius.  
In summary, if we are to rank the math packages included in the comparison, we would rank 

highest Mathematica 8.0.1 and Mathcad 15 (using the explicit Runge-Kutta solver) and the 
simulation solver of Mobius. 
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