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Abstract

This paper deals with the equal marginal location-scale Generalized Absolutely Continuous
Multivariate Exponential model. The distributional properties and applications of the location-scale
model arising out of the k-parameter Generalized Absolutely Continuous Multivariate Exponential
distribution are studied. Standby, parallel, series and relay systems of order k with location-scale
Generalized Absolutely Continuous Multivariate Exponential failuretimes are discussed and their
performance measures are obtained. The optimal estimators of the meantime before failure times are
also derived.
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1. Introduction

Though, there is an extensive literature on the reliability aspects of systems with
independent failure times, not much work seems to have been carried out on systems with
dependent component failure times. Rau (1970) discusses reliability analysis of systems
with independent components. Chandrasekar and Paul Rajamanickam (1996), Paul
Rajamanickam and Chandrasekar (1997, 1998a, 1998b), Paul Rajamanickam (1999) discuss
repairable systems with dependent structures mainly assuming Marshall - Olkin type of
joint distributions for the system component failure and repair times. Recently
Chandrasekar and Sajesh (2013) and Chandrasekar and Amala Revathy (2016) discussed
reliability applications of location-scale equal marginal absolutely continuous bivariate and
multivariate exponential distributions respectively.

By considering location-scale Generalized Absolutely Continuous Multivariate
Exponential (GACMVE) failuretime distribution, for k unitsystems, we derive the
reliability performance measures and obtain optimal estimators. In Section 2, we propose
the probability density function for the location- scale GACMVE model. In Section 3, we
derive some important distributional results required for further discussion. In Section 4,

we consider a k unit standby system and obtain the mean time before failure (MTBF) and
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the reliability function of the system. Further the minimum risk equivariant estimator
(MREE) and the uniformly minimum variance unbiased estimator (UMVUE) of the MTBF
are derived. Similar results for parallel, series and relay systems are presented in Sections 5,
6 and 7 respectively.

2. Generalized Absolutely Continuous Multivariate Exponential location scale
model

The joint pdf of GACMVE is

K K Kk
1 ket i —ﬂlzX, A 2 ) (XiVij—
f(Xsz---,Xk)_— (] i1 EXP i=1 i=li<j=1
0

Here X,V X, VooV X =MaX{ X, Xy pove Xy -

Let X be a random variable (vector) with the distribution function F, (.),& €R,z>0 .

X —
Let {ngr SeRr> 0} be a location-scale family, so that F , . (X) =F ( égj
T

for some distribution function F.

The location-scale GACMVE has the pdf

far(xl,xz..., Tkk'ﬁkizi:(-]

1=0 i=l j=0

k K
expi—= @Zx + 2, Z z (Xivxj) ..... +/1k(x1vx2v....vxk)—2[®i

i=1 i=li<j=1 p=1

X >& Vi, £eR, >0, 4, >0, 4,>0 .. (22)

For fixed (A, 4,,...., 4 ), the distribution of (Xl _57 X, —¢ . Xy _éjdoes not depend on
T T T

(f T ) . Therefore the above family is a location — scale family with the location — scale parameter

(f,r)‘. Let us refer to the distribution as location-scale GACMVE. When t = 1, the resulting

family is the location GACMVE family. When & = 0, the resulting family is the scale GACMVE
family. Since we are interested in the location-scale parameter, it is assumed that the parameters

Ay Ay ey Ay are known.
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3. Distributional properties

Theorem 3.1
Let (Xl, X, X, )~ GACMUVE distribution given in (2.1), and Y,,Y, ..., Y, denote the order
statistics based on X, X, ..., X, . Define W, =Y, , W, =Y, -Y,, ...... W, =Y, =Y, ;. Then

B,W,, BW,,.., B,_;W, are independent and identical standard exponential random variables,

k-1 i |
where B, =>"A, 1=0,1,2,....,k-1 and A =Z(J/1M ; i=012,...,k-1.
i=I j=0

Proof

The joint pdf of (Xl,Xz.. ,Xk) is

k-1 k

f(xl,xz...,xk)=%HZIl: _i'j)ﬂm

s 1=0 i=l j

Kk
Xi_ﬂ”zz_

k
exp| -4,
=t i=11

Kk
> (X.vx.)—....—ik(lexz\/....\/xk)
<j=1 b

x. >0Vi; 4,>0,4 >0,i=23..k
The pdfof (Y,,Y,...,Y, ) is

1 K N
B jexp{—ﬂlZ Yi—4 (yz +2y,+3y, +..k —1yk)
i=1

_ﬂg[yﬁ@y“+(‘2‘jy5+___,(;‘1jykj ..... —zkyk}

Y, <V, <.oVs 4 >0,4 20,1=2,3,..k.

k-

g(yl’yZ"'iyk):[

Consider the pdf of (Yl,Y2 ...,Yk)

1

e el oo e ]

=B, B, ...B,, &xp {_ AYi =AY, - Ak—lyk}
In order to find the distribution of (W,,W, ...,W, ), consider the transformation

2
9(Ys, Yarons Vi) =Bo B By Ay, — (4 + 2,)y, Joxp Hﬂi +[ 2 +%}y3}

W, =Y =Y i=12,..k, with yOEO,
Then Y; =W, +W, +...+W;,j=123,...k

Note that the Jacobian of the transformation is 1.
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The joint pdf of (Wl,W2 . ,Wk ) is
k
h(w,, W, ,..w, )=B, B, ...B,_, &Xp {— Aw, — A (W, +W,)—...— A, Zwi}
i1
=By B,..B; {_ Bow, =B, W, —....= By, Wk}
Hence B\W,, BW, .....B, W, are independent and identical E(0,1) random variables.

Sufficient statistic

1p) sz ceny ka) ;p=12,...nbe arandom sample of size n from (2.2).

Let X, =(X

The joint pdf of (le,sz...,ka) ;j=12,..n is

p(x;é’r)z{fklkll;[ ) I_ (Ijjﬂj+1}

exps—=—

21,)'21()99 Aoy e A Xy )>E

Let U, = (Xy, A X, Acca X, ) and U

- 1 klkt i ff n
p(X1§!T)= W e L J ﬂ’j+l

O =21p|2 u,.

where, T, =U R and

n k k k
Tz*zz %inﬁﬂz_z > (Xipvxjpj ..... +ﬂk(x1p\/x2p\/....vxkp).

p=t | =L i=li<j=1

By factorization theorem, T~ :(Tl* : Tz*) is a sufficient statistic.
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Theorem 3.2

* T
NVT ~E| & —
@ I |:§nBoj|

(i) T, ~G(nk—1,7) and

(iii) T+* and T2" are independent.

Proof

=1,2,....n be a random sample of size n from (2.2).

(i) Let X, =(X;p, Xpp e X,

1p?

The joint pdf of (le, sz e

| (1 k-1 k-1 i (] '
p(xﬂ’:’f)_{rkk! -0 4o j_o(ijlm}

min(xlp AXgp Avei A ka)>§
Let U, = (X, A X,y AcoA Xy, )i and Uy =min U .
nB

(v, -£)-£02

Therefore U(l) ~E [f, nTBO J

(ii) Let Y1J ,Y Y denote the order statistics based on ( le , X - ij ), j=12,....n. Note

that Yij=Uj,j=1,2,....n,. Define Wy =Yy - Yej, r=1,23....k j= 1,2,3,. ...
Yo =0 for all j.
Consider

n k
ﬂlzx +4, Z 2 (Xipvxjpj ..... +lk(levX2pv .vka)

p=1 i=li<j=1

{@ZY,WL/% Z 1), +/12 2)Y, +....+zkvkm—zk:(k}/1mu(l)}

m=1

n

p=
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Z{ (kW,, + (k=W +.....+W,, )

k k k
+/1k Zwim _Z /lm U(1)
i=1 m=1 m
n k-1 k-2 k-3
ZZ{W“, [ﬂlk+AZZi+/132i+ﬂ,4Zi+....+/1kJ+
p=1 i=1 i=1 i=1
k-1 k-2 k-3
sztﬂﬁ(k_l)‘i‘ﬂzZi-Fﬁs i+ﬂ42i+....+/1k)+
i-1 i=1 i1
k-1 k-2 _3
W3p(/11(k—2)+/12 i+A;, ) i+, i+....+/1kj+ ...... +
i=1 i=1 i=1

=p”_1{wlp k: jio(ijjzhﬁwzp: ji_o('J/lj+l+......\/vkp ;1120( ]/1]+1+z/1 (k JU }
5 _'O[i,-]*w(w ., )+w2pzi[] — ZZUA}

p=1 (i=0 j= i-1 j=0 i=k-1j-0\ J
n (k1 i (1 i k=1 i (1
= Z . ’11+1(U( )+W2p ZZ Aja F ot Wig ZZ |Ain
p=1 | i=0 j=0\ ] i=1 j=0 J i=k-1j=01 ]

T
Since U R ’U(z) ....U(n) are order statistics from E [f , B—j , it follows that the first term on the
0

right hand side follows G ( n-1, T) )

By Theorem 3.1, each of the other (k-1) terms on the right hand side follows G ( n,t ) . Since

W, W,; ..., W, are independent for each j, the k random variables on the right hand side are

1r1dependent.

Hence Tz* ~ G( nk —1, Z').

(iii) For fixed T, the joint distribution of (X1 i X . ij ), j=12,...n, belongs to a location family

with the location parameter &. The statistic T2" is ancillary and T1* is complete sufficient. Hence T1"
and T2" are independent (Basu, 1955).

The following theorem will help us in obtaining the reliability performance measures of standby
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and parallel syste
Theorem 3.3

Let (Tl,Tz, .. .,Tk ) follow GACMVE (ﬂl, ﬂ’z , ﬂk ;f, T) with pdf given in equation (2.2). Then

k
@) ZTI —-k& d V,+V, +...4+V, , where Vi, Vz,.... Vi are independent and
i=1 -

k—(1-1
V, ~ ELO,MJ,for alll=1,2,., k. ...(3.1)

1-1

i) (T,vT,v.T)-k &d V, +V, +....V, , where V*1, V*,.... V¥ are independent and

,forallj=1,2,.., k. ....(3.2)

Proof:

k k k
The MGF of [ZTi, D TVTL LT v, v...Tk] at (U, U,,....U,) is
i=1 i 1

j

me e g kA kd i
M(u,u,...,u)=1|.. [_jﬁ.+
v “ '!'! '! Tkk!|:0i|j:o J g

K k k
expil D t+u, XX (tivtj)+ ..... +u (L vt v vt)
i=1 1=1li<j=1

kK K
Aty ¥ (tivt.)+ ..... 2 (L Vv vt,)
ol = Tisticj=1\' )

exp
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0w 1 KLk i k
M(ul,uz...,uk)=” j o |2 expi—=| (A-Tu) Dt +
EE & T 1=0 i=l j=0 J i=1
k k

K k
LY T —kEddY,
i=1 =1
where Vi’s are independent and

V, ~ E{o,%} 1=12,...k.

) M(0,0.u)= [[—2RC U E)

2 k-1 ('
u
1 ¢ i=l [k_lJ K

B

AT VT, v T )—ked V) +V, +..V,

7

k-1 (j
where Vi*’s are independent and V|* ~E| 0, ':IT , 1=01..k-1.
|

The following Lemma helps us in finding the reliability function.
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Lemma 3.1
k -1 1
Let M(u)= H(l—ai u)| su<=vij.
j=1 a;
koow, a k
Then |\/| :Z—, where W; zkj—,and ZWJ' =1.
A (teu) [l(a,-a) 7
J r
r-1
)
Proof
1

M(u):(

1-a, u)(l—a2 u) ...... (1—0(k u)
Resolving into partial fractions,

W, W, W,
M=) ) ia )

u)
W, (1-e, u)....(l=q U)+ W, (1 u) (- u).... (1 U) +.... + W, (1— U)....(1— e, U)

[T(t-eu) 7

]=

k

Wlﬁ(l—aj u)+w, H(l—aj U) 4.+ W, ﬁ(l—aj u)

j=2 j=1 j=1
— #2
- k
I1 (1‘ a; ”)
j=1
ajk—l
Thus, forj=1,2,3,...,k we get Wy=GF—""".
H(aj —Q )
r=1
#]J
Corollary 3.1

The survival function corresponding to M(u) is

Zw exp(—iu] u>0.
j=1 a

]

4 Standby system

Consider a k unit standby system with component failure times T,, T,,..., T, having location-scale

GACMVE distribution.

K
Then the system failure time is T ZZTI .
i1

The MTBEF of the system is
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MTBF =E (T)
EV, +V, +...+V, )+k&

k —
= wa £, in view of (3.1).

I=1 -1
Following the arguments of Chandrasekar and Amala Revathy (2016), the MREE of n=a £ +p T,
a, peR, is given by

N 1 a
S =ad,+—| f—— |5,
& Oy kn|:ﬂ nBJ 02

Define,

Op1 = min {le AXgp AeeeA ka} and

1<p<n

n

k k k
502=Z ,L_inpjugz_z > (Xipvxjp)Jr ..... +X.k(levX2pv....vka)

p=1 i=li<j=1

K (k-
By taking a=kand g=3%" (k-1) , the MREE of the MTBF is given by

Reliability function of the standby system is
R(t)=P(T >t)

:P(Zk:Ti -k¢& >tj, t>0

i=1

:P(ZK:Vi >t), t>0
k 1
=;ﬂ| eXp(_a_t

' J in view of Lemma 3.1.

k—l k-1 k
Here &, _(k=D)z VI1=12,...K, and f=— and > B =1.

1-1 H(al _ar) j=

SR

RO=2.3 ((k—l)r (k—r)r JeXp N

Therefore,

1=1 H

r=1
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5 Parallel system

Consider a k unit parallel system with component failure times T, T,,..., T, having the

GACMVE distribution. Then the system failure time is T =Max T,.
1<i<k

MTBF = E (T)
_ E(Vl* +V, +....+Vk*)+ k&

k-1
k-1 i=l k —1
1=0 B|
o . 1 @
Whenn=a&+B1, a, B € R, the MREE of 1 is given by O =a501+k—{,3——8}502
n n

o

1=0 |

=7 +Kk &, in view of (3.2)

By taking a =k and = the MREE of the MTBF is given by

Reliability function

R (t)=P(T > 1)

= P(iv{‘ >tj, t>0

r

Soml 2

1=1 |

k-1 (l j
—| Kk _1 ak—l
Here ¢ :HB— v1=0,1,..,k-1,and W, = k'—V| =0,1,...,k-1
o H (al % )
r=1
=l
6 Series system
Consider a k unit series system with component failure times T,,T,,..., T, having the
GACMVE distribution.
Then the system failure timeis T=Min T, .

I<i<k
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From Theorem 3.2, MinT, ~E {gg, Bi}

1<I<k
0

T
Thus, MTBF = —+¢
B,

. 1 a
Whenn=a &+ 1, a, B €R, the MREE of 1 is given by & =a501+k—{,3——8}502
n|” nB,

, 1 o . 111 1
By taking a=1and ff=— , the MREE of the MTBF is givenby 0 = 0y +—| ———— |5,
B, kn| B, nB,

Reliability function
Rt)=P(T>1t)

] exp{%(t—é)}bf

7 Relay system

Consider a k unit relay system with component failure times T, T,,...., T, having the GACMVE
distribution. A relay system of order k operates if the first component and anyone of the remaining

(k-1) components operate. Therefore, the failure time of the systemis T =T, /\(T2 v v..vT, ) .

The reliability function of the system is

R(t)=P (T >t)

:Z(—l)r [k _1JEr (t.t,.,0,....,0),

r-1

using distributive law and routine arguments.

Here Fr (t,t,...,t,O,....,O) represents F’(X1 >t, X, >t,..., X, >t, X,,,>0,..., X, > 0) )
Let us discuss in detail the case when k = 3.
Here
R(t)=P(T >t)
—23“(—1)r Sl (t,t,0)
_r:2 r-1 T
—2 e {_ (221+12)(t—§)}— exp {_(321+3/12 +ﬂg)(t—§)}
T T

The MTBF is given by

MTBF = 27 - 4 +§

(24+ 4,) (34+34,+4;)

~ (42, +54,+2 1)
_{(2/114— e rana) | e
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« 1 a
Whenn=a&+B 1, a, B €R, the MREE of 1 is given by & :a501+k—{,3——8}502.
n|” nB,

(44,454, +24,)
24+ 4 ) (34 +34,+4)

By taking a =1 and f= |: } , in the above equation, we get the MREE

of the MTBF.
Therefore, MREE of the MTBF is

5*:501+i( (42,+52,+22,) J_ L |y
kn|{ (24 + 4, ) (34 +34,+4,) ) nB,

Remark 7.1
From Theorem 3.2, we can obtain the UMVUE’s of £ and T, and hence obtain the UMVUE of
al+p

- 1 a
O =ady+ - O,
01 kn—l{ﬂ nBO:| 02
Hence one can obtain the UMVUE'’s of the MTBF in each of the four systems discussed in this
chapter.
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