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Abstract 

 

B.V. Gnedenko was the founder of reliability analysis for stochastic systems. His works [1]-[2] 

have inspirited, in reliability theory, the development of analytical methods of phase state 

merging principles for Markov and semi-Markov processes.  
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1  Introduction 
 

The fundamental works of Boris V. Gnedenko in the reliability analysis for stochastic 

systems [1]-[3] laid the foundation in many areas of specific research. 

In particular, there where developed the methods of phase space merging in reliability 

theory for Markov and semi-Markov processes with the corresponding heuristic approach [4, 5]. A 

surprising property of such heuristic principles is that any results obtained with their use can be 

justified rigorously by mean of the phase merging algorithms [6]. The stationary phase merging 

techniques represent a particular cluster analysis, based on asymptotic properties of semi-Markov 

systems and is useful for simplification of reliability analysis, as shown for a duplicated renewal 

system. 

 

2  The duplicated renewal system 
 

B.V. Gnedenko in [1, 2] has studied the reliability problem for the stochastic systems with 

two identical working devices and one repairing facility. 

The description of such a duplicated renewal system is determined by the working times 

𝛼𝑘, 𝑘 = 1,2 of devices with an arbitrary distribution function 𝐹𝑘(𝑡) = 𝑃(𝛼𝑘 ≤ 𝑡), and by the repairing 

times 𝛽𝑘, 𝑘 = 1,2 with the distribution function 𝐺𝑘(𝑡) = 𝑃(𝛽𝑘 ≤ 𝑡). 

The working times of the system up to the first failure 𝜏𝑘, 𝑘 = 1,2 are dependent on the type 

of the initial working components. 

The Laplace transform functions of the working times of the system, that are  

 

 𝜑𝑘(𝑠): = 𝐸𝑒−𝑠𝜏𝑘 = ∫
∞

0
𝑒−𝑠𝑡𝑑Φ𝑘(𝑡)  , = 1,2 

 

may be obtained by using the stochastic relations (see [1, 2] and also [5])  

 

 
𝜏1 ≐ 𝛼1 + 𝐼(𝛼1 ≥ 𝛽2)𝜏2,
𝜏2 ≐ 𝛼2 + 𝐼(𝛼2 ≥ 𝛽1)𝜏1.

                                                                        (1) 
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The equality ≐ means that the left and the right parts are identically distributed. 

The stochastic relations (1) mean that during the working times 𝛼𝑘, 𝑘 = 1,2, the failure of 

the system can occur under the condition 𝛼𝑘 < 𝛽𝑘′, 𝑘 = 1,2, 𝑘′ = 2,1 with probabilities 

  

 𝑞𝑘 = ∫
∞

0
𝐺𝑘′(t)𝑑𝐹𝑘(𝑡)  ,    𝑘 = 1,2  ,    𝑘′ = 2,1. 

 

So, the relations (1) imply the following system of algebraic equations:  

 
 𝑄(𝑠)𝜑(𝑠) = 𝜓(𝑠),                                                                          (2) 

 

where 𝜑(𝑠) = (𝜑1(𝑠), 𝜑2(𝑠))  , 𝜓(𝑠) = (𝜓1(𝑠), 𝜓2(𝑠)),  

 

 𝜓1(𝑠): = ∫
∞

0
𝑒−𝑠𝑡𝐺1(𝑡)𝑑𝐹2(𝑡) ,    ψ2(𝑠): = ∫

∞

0
𝑒−𝑠𝑡𝐺2(𝑡)𝑑𝐹1(𝑡).                      (3) 

 

The matrix 𝑄 is defined as follows:  

 

 𝑄(𝑠): = [
1 −𝑔1(𝑠)

−𝑔2(𝑠) 1
],                                                            (4) 

where  

 

 𝑔1(𝑠): = ∫
∞

0
𝑒−𝑠𝑡𝐺2(𝑡)𝑑𝐹1(𝑡), 𝑔2(𝑠): = ∫

∞

0
𝑒−𝑠𝑡𝐺1(𝑡)𝑑𝐹2(𝑡).                               (5) 

 

 

3  The duplicated renewal system in the series scheme 
 

In order to simplify the duplicated renewal system, described by the linear algebraic 

equations (2)-(5), let’s introduce the series scheme with a small series parameter 𝜀 → 0 (𝜀 > 0), under 

the following asymptotical conditions  

 

𝐶1: 1𝑐𝑚𝜓𝑘
𝜀(𝑠) = 𝜀 ∫

∞

0

𝑒−𝜀𝑠𝑡𝐺𝑘′(𝑡)𝑑𝐹𝑘(𝑡) = 𝜀𝑞𝑘 + 𝑜(𝜀)  ,    𝑞𝑘: = 𝑃{𝛽𝑘′ > 𝛼𝑘}  ,    𝑘 = 1,2  ;     𝑘′ = 2,1. 

𝐶2: 1𝑐𝑚1 − 𝑓𝑘
𝜀(𝑠) = 𝜀𝑠 ∫

∞

0

𝑒−𝜀𝑠𝑡𝐹𝑘(𝑡)𝑑𝑡 = 𝜀𝑠𝑎𝑘 + 𝑜(𝜀)  ,    𝑎𝑘: = 𝐸𝛼𝑘   ,    𝑘 = 1,2.                                 

 

The asymptotical conditions C1 – C2 mean that the probabilities of falure 𝑞𝑘
𝜀 : = 𝑃{𝛽𝑘′

𝜀 > 𝛼𝑘
𝜀} tend to 

zero together with the mean values 𝑎𝑘
𝜀 = 𝐸𝛼𝑘

𝜀  such that the ratio 𝑞𝑘
𝜀𝜆𝑘

𝜀 = q𝑘
𝜀 /𝑎𝑘

𝜀  tend to finite values 

Λ𝑘 = 𝑞𝑘𝜆𝑘, 𝑘 = 1,2. 

Then the matrix of system (2) in the series scheme has the following asymptotic 

representation:  

 
 𝑄𝜀(𝑠) = 𝑄0 + 𝜀𝑄1(𝑠) + 𝑜(𝜀),                                                       (6) 

 

where  

 

 𝑄0 = [
1 −1
−1 1

]  ,    𝑄1 = [
0 𝑞1 + 𝑠𝑎1

𝑞2 + 𝑠𝑎2 0
].                                (7) 

 

The singularity of the matrix 𝑄0 (det𝑄0 = 0) means that the phase merging algorithm [5] may be 

applied to solve the singularly perturbed (truncated!) equation  

 
 [𝑄0 + 𝜀𝑄1(𝑠)]𝜑

𝜀(𝑠) = 𝜓𝜀(𝑠).                                               (8) 
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According to the phase merging principles (see [4, 5, 6]), the average (limit) result takes place in the 

following form:  

 
 𝜑1

0(𝑠) = 𝜑2
0(𝑠) = 𝑞/(𝑞 + 𝑠𝑎)  ,    𝑞 = (𝑞1 + 𝑞2)/2  ,    𝑎 = (𝑎1 + 𝑎2)/2.                             (9) 

 

The times-to-failure limits of the duplicated renewal systems, under the asymptotical assumptions 

C1-C2, have identical exponential distribution  

 
 lim

𝜀→0
𝑃{𝜏𝑘

𝜀 > 𝑡} = 𝑒−Λ𝑡   ,    Λ = 𝑞/𝑎.                                                (10) 

 

Remark 1. Let us introduce the mean intensity of the working time 𝜆:= 1/𝑎. Then the intensity of 

the failure time is Λ = 𝑞𝜆. So the formula (10) represents the failure time of the duplicated system 

with the failure probability 𝑞 and with intensity 𝜆. 

 

4  Heuristic principles of the phase merging 
 

The phase merging algorithms described in [5, 6] may be formulated as some heuristic phase 

merging principles in the reliability analysis of redundant renewal stochastic systems with 𝑁 elements 

(see [5], Ch.3). 

1) The lack of memory. The common working time of a system till the instant of failure 𝜏 is 

determined by exponential distribution:  

 

 𝑃(𝜏 > 𝑡) = 𝑒−Λ𝑡𝑡 ≥ 0.                                                             (11) 

 

2) The superposition of failures. The intensity of the system failure is determined by the 

sum of intensities of system failures in every renewal state:  

 

 Λ = ∑𝑁
𝑘=1 Λ𝑘   ,    𝜏 = min

1≤𝑛≤𝑁
𝜏𝑛 .                                                                 (12) 

 

According to the Principle 2), the failure of the system can occur in every renewal state as was 

explained in Section 3 for duplicated systems. 

3) The independence of the elements failures. The system failures for every element are 

determined by the failure rule as follows:  

 
 1/𝐸𝜏𝑘 = Λ𝑘 = 𝑞𝑘𝜆𝑘 ,                                                               (13) 

 

where 𝑞𝑘 is the probability of failure for 𝑘-th state and 𝜆𝑘 is the stationary intensity of working time 

for 𝑘-th state. 

The heuristic principles action can be illustrated by analysis of the duplicated renewal system. 

Namely, two working devices are described by independent working-repearing processes with 

given distribution functions of the working times 𝛼𝑘 and the repairing times 𝛽𝑘  

 
 𝐹𝑘(𝑡) = 𝑃(𝛼𝑘 ≤ 𝑡)  ,    𝐺𝑘(𝑡) = 𝑃(𝛽𝑘 ≤ 𝑡)  , = 1,2.                            (14) 

 

Such a classical example of the system is usually called "two lifts system" [9, 10]. 

The heuristic principles of the phase merging technique are based on use of the limit renewal 

theorem [7] for the stationary residual time 𝛼∗ expressed as:  

 

 𝑃(𝛼∗ ≤ 𝑡) = 𝜆 ∫
𝑡

0
𝐹(𝑠)𝑑𝑠  ,    𝜆 = 1/𝐸𝛼. 

 

According to heuristic principles, the described above the failure intensity of two lift system is the 
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following:  

 
 Λ = 𝑞1𝜆1 + 𝑞2𝜆2  ,    𝜆𝑘 = 1/𝐸𝛼𝑘  ,    𝑘 = 1,2.                                      (15) 

 

The failure probabilities 𝑞𝑘, 𝑘 = 1,2 are determined as follows:  

 
 𝑞1 = 𝑃(𝛼2

∗ > 𝛽1) ,    𝑞2 = 𝑃(𝛼1
∗ > 𝛽2).                                               (16) 

 

Here the stationary remaining working times 𝛼𝑘
∗ , 𝑘 = 1,2, have the following distribution functions:  

 

 𝑃(𝛼𝑘
∗ ≤ 𝑡) = 𝜆𝑘 ∫

𝑡

0
𝐹𝑘(𝑠)𝑑𝑠  ,    𝑘 = 1,2.                                               (17) 

 

Under the natural assumption of the repairing relative brevity:  

 
 𝐸𝛽𝑘 ≪ 𝐸𝛼𝑘  ,    𝑘 = 1,2,                                                             (18) 

 

the intensity of the system failure for the duplicated renewal system may be estimated as follows:  

 
 Λ ≃ [𝐸[𝛼2 ∧ 𝛽1] + 𝐸[𝛼1 ∧ 𝛽2]]/𝐸𝛼1𝐸𝛼2.                                         (19) 

 

The phase merging algorithms in [5] are the basis to verify the heuristic phase merging principles. 

 

5  The duplicated renewal system without failure 
 

The duplicated renewal system without failure (𝛽𝑘 = 0, 𝑘 = 1,2) is described by a 

superposition of two renewal processes given by sums  

 
 𝑆𝑛

± = ∑𝑛
𝑟=1 𝛼𝑟

±,                                                                    (20) 

 

of jointly independent and identically distributed (by 𝑟 ≥ 1) random variables 𝛼𝑟
±, 𝑟 ≥ 1. For 

simplicity, we denote the working times 𝛼1 and 𝛼2 as 𝛼+ and 𝛼−, correspondingly. 

The duplicated renewal system without failure and with working times 𝛼𝑘
+, 𝛼𝑘

−, 𝑘 ≥ 0, 

means that the working device substitution is accompanied by its instantaneous repairing. 

The phase merging principles provide the base model of the duplicated renewal system 

without failure as a Markov chain 𝑥̂𝑛 , 𝑛 ≥ 0 on the phase space 𝐸 = {+,−}, is given by the sojourn 

times  

 

 𝜃̂𝑛
± = 𝛼𝑛

± ∧ 𝛼𝑛
∓∗  ,    𝑛 ≥ 1.                                                                 (21) 

 

The transition probabilities of the Markov chain 𝑥̂𝑛 , 𝑛 ≥ 0 with the sojourn times (21) are calculated 

as follows:  

 

 𝑞± = 𝑃{𝑥̂𝑛+1 = ∓|𝑥̂𝑛 = ±} = 𝑃(𝛼𝑛
± > 𝛼𝑛

∓∗), 

 

that is  

 

 𝑞± = 𝑞𝜆∓  ,    𝑞 = ∫
∞

0
𝐹+(𝑡)𝐹−(𝑡)𝑑𝑡  ,    𝜆± = 1/𝐸𝛼±.                                 (22) 

 

Its generating matrix has the following form:  

 

 𝑄 = 𝑃 − 𝐼 = [
−𝑞+ 𝑞+

𝑞− −𝑞−
].                                                           (23) 
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The stationary distribution of the Markov chain with the generating matrix (23) is given by  

 

 Π = [
𝜌+ 𝜌−

𝜌+ 𝜌−
]   ,    𝜌± = 𝜆±/𝜆  , 𝜆 = 𝜆+ + 𝜆−.                                    (24) 

 

Introduce the orthogonal matrix  

 

 Π:= Π − 𝐼 = [
−𝜌− 𝜌−

𝜌+ −𝜌+
].                                                    (25) 

 

It is easy to note that the generating matrix (23) has the following representation:  

 

 𝑄 = 𝜆𝑞Π.                                                                      (26) 

 

Now let us define the potential matrix 𝑅0 as a solution of the following equation:  

 

 𝑄𝑅0 = 𝑅0𝑄 = Π  ,    𝑅0Π = ∅.                                                 (27) 

 

It is easy to verify that  

 

 𝑅0 = −(𝜆𝑞)−1Π.                                                               (28) 

 

Now, using the Markov chain, given by the generating matrix (26) and the potential matrix (28), we 

can analyze the asymptotic properties of the reward functional, defined on the duplicated renewal 

system with failure.  

The limit working time of the system with failure gives us the following approximation 

estimate:  

 

 
𝐸𝜁± ≃ [𝜆+𝑐+ + 𝜆−𝑐−]/𝑞,

𝑐±: = 𝐸𝛾±.
                                                         (29) 

 

The real valued random variables 𝛾𝑛
±: = 𝛾𝑛(±) is given by the distribution functions  

 
 Γ±(𝑢) = 𝑃(𝛾± ≤ 𝑢)  , ∈ 𝑅.                                                          (30) 

 

The heuristic principles of the phase merging formulated in Section IV, are based on limit theorems 

for semi-Markov processes with absorbing state. 
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